
Input Reordering for Power and Delay Optimization 

I I * Power consumed I I 

Masanori Hashimoto, Hidetoshi Onodera and Keikichi Tamaru 
Department of Electronics and Communication, Kyoto University 

Saky o-ku,Kyoto-shi,606-0 1, Japan 
E-mail:hasimoto@ tamaru.kuee.kyoto-u.ac.jp 

- Dynamic Power by internal capacitance 
* Short-circuit Current Dissipation . ~ ~ ~ ~ ~ i ~ i ~ ~  ~i~~ 1 I Delay 

Abstract---It is known that input reordering of a gate affects the power 
dissipated by the internal capacitance of the reordered gate, which has been 
utilized for power reduction so far. We show that the reordering also has 
a significant effect on the power dissipation of the gate which drives the 
reordered gate. It is because the input capacitance depends on signal values 
of other inputs. We propose a reordering algorithm considering the power 
dissipation in the driving gate, the reordered gate and the gates driven by 
the reordered gate. Experimental results using 21 benchmark circuits show 
that our method reduces the power dissipation in all the circuits by 3.6 
% on average. There is a possibility that power dissipation is reduced by 
17.2% maximum. In the case of delay and power optimization, our method 
reduces delay by 7.0 % and power dissipation by 3.1 % on average. 
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I. INTRODUCTION 

Power dissipation has been a strong concern in VLSI design, 
not only for meeting strong requirements for the use in portable 
environment, but also for reducing package costs, maintaining 
high reliability, etc. In the various stages of the VLSI design, 
many techniques for power reduction have been proposed, 
such as supply-voltage scaling[ 11, technology mapping for low 
power[2], gate sizing[3], input reordering[4-71, and so on. The 
technique of input reordering ,has two advantages. The first 
advantage is that input reordering has little effect on the layout 
area. The second is that other techniques can be combined 
easily with input reordering. In [4-71, the authors discussed 
input reordering for power reduction such that the reordering 
reduces the power dissipation inside the reordered gate. The 
input reordering, however, affects not only the power dissipated 
inside the reordered gate but also the power dissipated by the 
fan-in gates and the fan-out gates, which has not been utilized 
previously (See Fig.1). Where the fan-in gates are the gates 
which drive the reordered gate and the fan-out gates are the 
gates driven by the reordered gate. In this paper, we discuss 
the effect of input reordering on power dissipation in the fan-in 
gates and the fan-out gates as well as in the reordered gate, 
and propose an improved method for power optimization which 
exploits the effect. 

This paper is organized as follows. Section I1 discusses 
the effect of input reordering on power dissipation and delay. 
Section I11 discusses a strategy of input reordering for power 
and delay optimization at each gate. Section IV introduces an 
algorithm of input reordering for power and delay optimization 
for the whole circuit. Section V shows the experimental result 
of our method. Finally Section VI concludes the discussion. 
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11. THE EFFECT ON POWER DISSIPATION AND DELAY 

In this section, we discuss the major effect of input reordering 
in the fan-in gate, the reordered gate and the fan-out gate. So 
far, only the effect for the reordered gate has been considered 
for performance optimization. We show that there are notable 
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Fig. 1. The Effect of Input Reordering in 2-input NAND 

effects of input reordering on power dissipation in the fan- 
in gates and the fan-out gates, which could be utilized for 
performance optimization as well. 

A. Fan-in Gate 

The dynamic power dissipated by a fan-in gate varies by 
the input reordering of the reordered gate(the gate which the 
fan-in gate drives). This is because the input capacitance of 
the reordered gate, i.e. the load capacitance of the fan-in gate, 
depends on the signal values of other inputs of the reordered gate. 
We demonstrate the difference numerically using a example 
from a real 0.7 pm standard cell library. Figure 1 shows a 
2-input NAND gate with inputs A and B, two nMOSFETs NA 
and NB in series, being NA closer to the output. When the input 
B keeps low, the input capacitance of A is 25 fF. When the 
input B keeps high, the input capacitance of A becomes 41 fF 
which is 64 % larger than the previous case. This big difference 
comes from the difference in the source voltage of NA. With 
the input B low, the source of NA is floating from ground and 
the source voltage of NA is VDD - V T ~  when the input A 
becomes high, where VDD is the supply voltage and VTH is the 
threshold voltage of MOSFETs. The voltage difference across 
the gate of NA is VTH. On the other hand, with the input B high, 
the source of NA becomes tied down to ground, and hence the 
voltage difference becomes VDD. The difference of the input 
capacitance (16 fF) is larger than the internal capacitance(CB 
= 11 fF) which is the sum of the diffusion capacitances of the 
source(NA) and the drain(NB). 
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Power(pJ) 
Rise Delay(ns) 
Fall Delavhs) 

I .  I 

Rise Transition Time(ns) 1 0.41 1 0.73 1 178% 
FallTransition Time@) I 0.34 I 0.33 I 97% 

Pin A Pin D Pin D/Pin A 
3.8 6.8 179% 

0.26 0.44 169% 
0.18 0.23 128% 

B. Reordered Gate 

Internal capacitances in a reordered gate have an influence 
on the power dissipation, delay time, and transition time of the 
reordered gate. References [4-71 discusses methods for power 
reduction by input reordering such that the number of charging 
and discharging the internal capacitances could be reduced. Let 
us take a 4-input NAND gate as an example to investigate 
how power dissipation and delay vary input by input. TABLE 
I lists the power dissipation (dissipated energy, rigorously), 
rise/fall delay times and transition times when the output load 
capacitance is 60 fF. The gate is driven by input A or D, where 
input A is closest to the output and input D is closest to ground. 
The dissipated power(energy), rise delay time and rise transition 
time of input D are larger than those of input A by 79 %, 69 %, 
78 %, respectively. 

C. Fan-out Gate 

Input reordering of the reordered gate affects the power 
dissipation of a fan-out gate. Because the reordering changes the 
transition time of the input signal of the fan-out gate which leads 
to the change in the short-circuit current of the fan-out gate. If 
the transition time is short, the short-circuit power dissipation in 
the fan-out gate becomes small. 

111. REORDERING STRATEGY 
In this section, we discuss the reordering strategies for each 

effect discussed in the previous section. Some of the strategies 
do not conflict, but some may be inconsistent. For example, 
the strategy of power optimization for the reordered gate is 
consistent with that for the fan-out gate, whereas the strategy 
may conflict with that of delay optimization and that of power 
optimization for the fan-in gate, as shown in this section. The 
overall algorithm which resolves the conflict will be shown in 
the next section. 

The signal probability and the transition density which are 
used for the discussion from this section are defined as follows. 
The signal probability P ( z )  is defined as the average fraction 
of clock cycles in which steady state value of node z is a logic 
high. The transition density D ( z )  is the average number of 
transitions per second at node x [8]. Hereafter, we use P(z )  and 
D ( z )  without further explanation. 

A. Power Dissipation in Fan-in Gate 

We use a 3-input NAND gate (Fig.2) as an example to explain 
the strategy of power dissipation in the fan-in gate. As discussed 
in Section ILA, input capacitance becomes small when the 
source of the input transistor is floating from ground. Therefore, 
if inputs are reordered such that the number of input transitions 

~ 

195 

VVDD 

Fig. 2. 3-input NAND 

with the source floating becomes large, the power dissipation 
in its fan-in gates becomes small. The probability with the 
source of NA floating can be represented as 1 - P(BC). So 
the transition density of A with the source of NA floating can 
be represented as D(A){  1 - P(BC)}.  Similarly the transition 
density of B with the source of NB floating can be represented 
as D(B){  1 - P(C)}.  Thus we should reorder the inputs so as 
to increase S(the sum of the transition density with the source 
floating). 

s = D(A){ l  - P(BC)}  + D ( B ) { l  - P(C)}  ( I )  

Similarly we can represent the sum S in 3-input NOR case and 
so on. 

B. Power Dissipation in the Reordered Gate and Fan-out Gate 

We explain the strategy of power dissipation in the reorderd 
gate and the fan-out-gate using a 3-input NAND gate (Fig.2) as 
an example. First, we examine the situation when the output 
changes from low to high. Let us consider two cases when the 
inputs (A, B, C) change from (1, 1, 1 )  to ( 1 ,  1, O)[Case I], 
and from (1, 1, 1) to (0, I ,  I)[Case 21. In Case 1, the internal 
capacitances C, and CC as well as the output load capacitance 
CL are charged, whereas only the output load capacitance CL is 
charged in Case 2. Therefore the power dissipation is larger in 
Case 1 than in Case 2. Also, the output transition time of Case 1 
becomes longer than that of Case 2, because the total amount of 
capacitances to be charged is larger, which leads to the increase 
in short-circuit power dissipation in fan-out gates. As a result, 
we can draw a strategy such that the input which changes the 
output value frequently should be placed near the output. 

Secondly, we examine the situation when the output keeps 
high while the inputs are changing. In such a case, we should 
avoid charging the internal capacitances as much as possible. 
This can be achieved by keeping the nMOSFET off which 
is close to the output. In other words, the input with high 
signal probability should be placed far from the output. Similar 
discussion can be done for NOR gates. 

Based on the discussions above, the reordering policies are 
summarized as follows: 

Policy 1: The input which changes the output value fre- 
quently should be placed near the output. 



Policy 2(NAND): The input with high signal probability 

Policy 2(NOR): The input with low signal probability should 

Then, we translate the above policies into a more tractable 
form. The transition density of the output Y can be calculated as 
the sum of transition densities which are passed from each input 
to the output, as follows: 

should be placed far from the output. 

be placed far from the output. 

D ( Y )  = P(BC)D(A)  + P ( A C ) D ( B )  + P(AB)D(C)  (2) 

Using the transition densities, we can rewrite Policy 1 as follows. 
The inputs should be placed from the output side to ground side 
in the descending order of the transition densities from each 
input to the output. 

Now let us examine whether this strategy conforms Policy 2 
or not. In the case of NAND gates, if the signal probability of 
a certain input is high, the transition density which is passed 
from other inputs to the output tends to be large, and hence 
the input tends to be placed far from the output. If the signal 
probability of a certain input is low, the transition density which 
is passed from other inputs to the output tends to be small, and 
hence the input tends to be placed close to the output. We can 
conclude that Policies 1 and 2 do not contradict in the case of 
NAND gates. Similarly in the case of NOR gates, we can see 
that Policies 1 and 2 do not contradict. 

C. Delay 

The delay of a gate differs not only input by input but also by 
the direction of output transition(rise/fall). Even in transitions 
driven by a parallel connected transistor(eg. output rise/fall for 
NANDNOR gates), there exists input-pin dependency as seen 
in TABLE I. Also, the f a l l h e  delay of the pin with the smallest 
rise/fall delay is not necessarily the smallest. We therefore need 
to consider both rise and fall pin-to-pin delays for each input 
instead of reducing them to a single pin-to-pin delay as is done 
in conventional timing optimization approaches [9, 101. This 
implies that we should associate two delays(fal1 and rise delays) 
with each output. In order to evaluate the contribution of each 
delay to the overall circuit delay, we calculate the slack at each 
output and use it as the measure of delay. 

For the delay optimization, we use the input order which 
makes min(rise-slack, fall-slack) the largest. This strategy 
does not increase the delay of critical path. 

IV. OPTIMIZATION ALGORITHM 
In the previous section, we present three strategies for the 

power reduction in the fan-in gates, the power reduction in the 
reordered and the fan-out gates and the delay optimization for 
each gate, respectively. In this section, we discuss an algo- 
rithm which combines the three strategies for the performance 
optimization of the whole circuit. 

A. Optimization in Each Gate 

We use the slack as the measure of the delay constraint, so 
that the strategy of delay optimization can be easily combined 
with the other power reduction strategies. The important point 
here is how to combine the power reduction strategy for the 
fan-in gates with that for the reordered and the fan-out gates. 
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In order to judge the superiority of the two strategies, we 
estimate the power dissipated in the fan-in gates and the re- 
ordered gate. The contribution of the fan-out gates is omitted 
from the consideration since it is small compared to those of the 
fan-in gates and the reordered gate. We use a 3-input NAND 
gate (Fig.2) as an example to explain the method for the power 
estimation. Referring to each term in the right-hand side of 
Eq.(2), we assume that the power dissipated by charging and 
discharging the internal capacitances is represented below. 

Referring to Eq.(l), we assume that the power dissipated by 
charging and discharging of the input capacitances is represented 
below. 

where CAP, CBF are the input capacitances with each source 
floating, and C A N ,  C B N ,  CCN are those with each source 
connecting to ground. 

Using these two estimated power dissipations, we consider 
that the input ordering which minimizes the total power PW(= 
PWillpvt +PWinternal) is the best for low power. This ordering 
can not be found easily, so we try all the permutations and choose 
the one with the smallest PW. When the delay constraint is 
imposed, we calculate the slack for each permutation and select 
the ordering with the smallest PW and positive slack. This flow 
is shown in Fig.3(a). 

In the case of delay optimization, the ordering that gives the 
largest min(rise-sZack, fall-slack) can not be found easily, 
so we calculate min(rise-sZack, fall-slack) for all the per- 
mutations and select the best order. This flow is shown in 
Fig.3(b) 

B. Optimization of the Whole Circuit 

For delay optimization, each gate is reordered with the strategy 
in Section IV-A, in a breadth-first search order starting from 
a gate with all the inputs driven by primary inputs. Since a 
reordering of a certain gate may change the slack of a gate not 
only in the fan-out direction but also in the fan-in direction, 
delay optimization is not a single path process. Even if all 
the gates in the circuit have been reordered once, there is a 
possibility that further delay reduction can be achieved. Thus 
iterative optimization is required. The delay optimization loop 
finishes when the delay of critical path can not be decreased. 
In the case of power optimization, we apply the algorithm in 
Section IV-A to each gate once, assuming input reordering does 
not change the transition density. 

In the case of delay and power optimization, delay optimiza- 
tion is executed first for minimizing the critical path delay. After 
that, power optimization is processed under the delay constraint 
as shown in Fig. 3(a). 
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Fig. 3. Optimization Algorithm in Each Gate 

V. EXPERIMENTAL RESULT 
In this section, we show some experimental results. The 

circuits shown in TABLE I1 are used for the experiments. The 
maximum number of fan-in is four for the gates in the benchmark 
circuits. The transition density D at each gate is computed by 
logic simulation(Veri1og-XLTM), the signal probability P is 
calculated using SBDD(shared binary decision diagram) ’. 

TABLE I1 lists the result of power optimization without 
delay optimization. Power dissipation is computed by circuit 
simulation with HSPICETM using a 0.7pm process parameter. 
Input patterns are randomly generated with a signal probability 
of 0.5. The number of applied patterns is 100, which is the 
recommended number for the power estimation at circuit level 
by Ref.[ 1 11. The same pattern is used for different configurations 
in input ordering of the same circuit. 

The column “Initial” represents the power dissipation of 
the initial circuit. The columns under “Best” show the power 
dissipation of the circuits which are reordered for low power 
with the following two strategies. 

A: The strategy which considers the dissipated power in the 
fan-in gates, the reordered gate and the fan-out gates when 
reordering(prop0sed). 

B: The strategy which considers the dissipated power only in 
the reordered gate and the fan-out gates (similar to Ref.[4]). 

The column “Worst” represents the power dissipation of the 
circuit when the worst reordering is applied for high power 
considering the fan-in gates, the reordered gate and the fan-out 
gates. 

The column “Improvement” shows the percentage of power 
reduction in the best reordered case from the initial circuit 

x loo(%)). The column “Diff.” explains the 
percentage of the difference between the largest and the smallest 
power dissipations (= Wori‘&Fest x loo(%)). The column 
“TIME” lists a CPU time for reordering on a SUN SPARC 
station 20. It does not include the time to calculate transition 
density by logic simulation. 

From TABLE 11, we can see that power dissipation of all 
circuits is reduced. The “Diff.” column indicates that there is a 
possibility of reducing power dissipation by 17.2% maximum. 
The proposed method (Column “A”) reduces power dissipation 
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by 3.6 % on average, and by 11.7 % maximum, whereas the 
conventional method, which considers the dissipated power only 
in the internal capacitances of the reordered gate reduces power 
dissipation by 1.8 % on average, and by 4.2 % maximum. 

In TABLE 111, the result of power optimization with delay 
optimization is shown. Our method reduces power dissipation 
by 3.1 % and delay by 7.0 % on average. 

VI. CONCLUSION 
We propose an improved method for power optimization of 

CMOS gates by input reordering. The dependence of input 
capacitance on the signal values of other inputs, as well as 
the possibility of charging/discharging internal capacitances, is 
utilized for the power reduction. The effect of the method is 
demonstrated experimentally using 21 benchmark circuits in a 
0.7 pm CMOS technology. The average reduction of power 
dissipation is 3.6 %. By input reordering there is a possibility 
that power dissipation is reduced by 17.2% maximum. In the 
case of delay and power optimization, our method improves 
delay by 7.0 % and power dissipation by 3.1% on average. 
Although the amount of improvement in power and delay is not 
drastic, input reordering can provide a steady improvement with 
almost zero penalty. 
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TABLE I1 
P O W E R  OPTIMIZATION WITHOUT DELAY OPTIMIZATION 

3.6 1.8 8.3 

At  : Proposed Method B t  : Conventional Method 

TABLE I11 
DELAY AND P O W E R  OPTIMIZATION 

7.0 3.1 
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