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Integrating artificial intelligence (AI) into in-orbit computing offers sig-
nificant benefits, but current satellites face challenges in processing
large sensor data volumes due to limited communication and com-
puting resources, resulting in high latency [1]. Intelligent Early Dis-
card (IED) [2] addresses this by filtering irrelevant data early, op-
timizing bandwidth and data usage. However, this demands high-
performance onboard computing for efficient data preprocessing and
AI acceleration [3, 4]. Additionally, Space radiation, including solar
energetic particles and cosmic rays, can cause Single Event Upsets
(SEUs) in satellite systems [5], risking mission failure and increasing
reliability demands [6, 7]. To tackle these challenges, we propose a
resource-frugal hyper-heterogeneous System-on-Chip (SoC) archi-
tecture for in-orbit computing. The SoC features two modes: (1) a
specialized computation engine for AI acceleration, and (2) a multi-
core mode with dual-core lock-step (DCLS) and vector computing for
efficient, fault-tolerant data processing (Fig. 1). This resource-frugal
architecture enables full sharing of Processing Elements (PEs) and
memories for dynamic workload allocation, enhancing in-orbit perfor-
mance by processing IED data directly on the satellite and reducing
costly data transmission to Earth.
The architecture in Fig. 2 illustrates the proposed SoC for in-orbit
computing, featuring 8 Processing Cores (PCs). Each PC includes
two 3-stage RISC-V cores with DCLS checkers at each pipeline
stage (fetch, decode, execute), which can be toggled on or off for
fault tolerance and flexibility. When disabled, the RISC-V cores op-
erate independently. When enabled, DCLS checkers log errors, trig-
gering pipeline rollback for recovery and user notification. Also, these
cores are optimized for vector computing, supporting inter-PC sys-
tolic data flow among PEs, each equipped with 16 INT8 multiply-
accumulates (MACs). The system’s data paths are interconnected
via crossbar switches, enabling efficient data movement between
cores and memory blocks. These memory blocks can be config-
ured as either Instruction/Data Tightly-Coupled Memories (I/DTCMs)
or activation/weight memories (A/WMEMs), optimizing data storage
and retrieval. Memory access is handled via 32-bit interfaces for the
RISC-V cores and JTAG, and 128-bit interfaces for DMA and PEs.
As shown in Fig. 3, the SoC operates in two modes: (1) computa-
tion engine mode and (2) multi-core mode. In computation engine
mode (left), the SoC functions as a single AI engine, with only PC#1
active as the controller. PEs in each PC form a systolic array for ef-
ficient computation and data reuse by up to 16 times, while 16 inter-
PC PEs create a pipeline for high-throughput processing. The com-
pute scheduler coordinates tasks, directing data flow through PEs
in sequence (#1, #2, etc.), maximizing the computation efficiency in
a linear configuration. If the inter-PC path carries activations, the
intra-PC path carries weights, and vice versa. In contrast, in multi-
core mode (right), all PCs are active, and each PE is controlled by
its respective RISC-V core, with enhanced vector computing capa-
bilities. The cores can execute custom instructions and communi-
cate via interconnected buses, providing parallelism and scalability.
Mode switching is controlled by PC#1 with a one-cycle delay. No-
tably, with shared PEs and memory blocks for resource-frugal com-
puting in both modes, the standalone computation engine design can
be extended to support multi-core mode with only a 12% increase in
area, primarily from other RISC-V cores.
As shown in Fig. 4, the proposed SoC offers efficient mode-specific
memory management (left). Memory blocks consist of two primary
types of memory: I/DTCM and A/WMEM, each with specific roles

in handling data and instructions for computation. In addition, the
partition boundaries can be tuned for individual applications, allow-
ing flexible memory allocation. For memory blocks outside PCs, 4
external memory blocks are aggregated into a large macro with a
128-bit access width supporting high-throughput computation in the
computation engine. In multi-core mode, memory blocks are shared
among the PCs as I/DTCM, enabling efficient parallel data process-
ing across cores. Additionally, memory blocks are fully shared be-
tween the computation engine and multi-core modes to minimize
data movement. In multi-core mode, the SoC preprocesses raw data
and stores it in I/DTCM blocks. When engine mode is activated,
these I/DTCM blocks can be reconfigured as A/WMEM, enabling di-
rect use of preprocessed data with zero data movement. Remote
sensing image processing for in-orbit applications requires flexibil-
ity to handle diverse needs and ensure data quality through key
preprocessing steps (top-right). These include radiometric calibra-
tion to correct sensor imperfections, atmospheric correction to offset
degradations, resizing to a 3x1024x1024 standard, and normaliza-
tion for analysis. Multi-core processing with vector computing are
used for efficient parallel handling of tasks. Object detection follows
in a computation engine framework, streamlining data processing for
remote sensing models like SuperYOLO [8]. SuperYOLO integrates
RGB and IR inputs, with IR imagery providing critical data in ad-
verse conditions to boost detection accuracy. The system detects
target objects in the imagery and transmits the target area to Earth
if detected. In experiments using the VEDAI dataset, our design’s
IED strategy reduces unnecessary (non-target area) data transmis-
sion by 98.63%. Also, to enhance hardware efficiency and reliability,
we quantize SuperYOLO based on INT8, achieving 72.21% mAP50
accuracy with the boundary-aware activation function (BReLU [9]).
BReLU enhances reliability by capping values, so deviations near the
boundary don’t affect the output. Results show accuracy improves
from 0 to 63.78% as fault rates increase from 0 to 3% (bottom-right).
On the other hand, in-orbit computing can be affected by radiation
effects, such as SEUs, making it crucial to evaluate the reliability of
the SoC through neutron (up to 392 MeV) and alpha particle radia-
tion experiments (Fig. 5), where high-energy neutrons have similar
impact as protons in space [10]. To better assess the reliability of
each component, we split the superYOLO application into two parts:
convolution, pooling, and activation functions run in the computation
engine mode, while the remaining computations run in the multi-core
mode. Also, the soft error rate of memory blocks are tested as a ref-
erence. The memory blocks exhibit cross-sections of 4.07268E-15
cm2/bit under neutron exposure and 1.70871E-11 cm2/bit under al-
pha particle exposure. Furthermore, to categorize errors by severity,
four events are defined (bottom-middle). The experiments indicate
that, with DCLS protection, 85.39% of errors in RISC-V cores are
detected and corrected, nearly reducing the cDUE cross-section by
an order of magnitude, significantly enhancing system reliability. Be-
sides, some errors go undetected because certain data paths, like
the vector computing path designed for high-throughput processing,
operate independently and bypass the DCLS checkers. Also, the er-
rors detected in the Fetch stage account for the majority, representing
68.4% of the total errors in the cores. Periodic error scans to deter-
mine optimal reboot intervals can improve system reliability based on
memory and event cross-sections from radiation experiments.
Fig. 6 summarizes the proposed SoC and compares it with prior
arts. This work improves the latency by 17.77X in vector computing
under multi-core mode, with a power consumption of 3.73-118.05
mW at 123-1225 MHz frequency. The peak power efficiency is
17.18 TOPS/W at 0.6V and 340MHz in computation engine mode.
During neural network (NN) evaluations for SuperYOLO, our design
achieves 14.72 TOPS/W. Meanwhile, in real remote sensing applica-
tions, our design improves the power efficiency by 2.3X to 2.5X at
similar process nodes, attributed to the meticulously organized inter-
PC data flow that seamlessly aligns with our hardware architecture
to support up to 16 times of data reuse. Besides, in multi-core mode,
our design improves the energy efficiency by 1.1-343X thanks to vec-
tor computing. Fig. 7 shows the 22nm CMOS die micrograph.
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Fig. 1. Challenges of in-orbit computing (left), and the features of
proposed SoC (right).

Fig. 2. System-on-Chip architecture and details of processing core.

Fig. 3. Reconfiguration of computation engine mode (left) and
multi-core mode (right).

Fig. 4. Mode-specific memory management (left), computation
flow in remoting sensing (top-right), and reliability enhancement
and evaluation of neural network using BReLU (bottom-right).

Fig. 5. Neutron and Alpha irradiation experiments and evaluation. Fig. 6. Measurement results and comparison with state-of-the-art
designs.
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Fig. 7. Die micrograph (left), and chip summary (right).
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