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#### Abstract

Working on edging device, convolutional neural network (CNN) inference application demands low-power consumption and high-performance computation. Therefore, exploiting energy-efficient multiply-and-accumulate (MAC) unit and high-throughput sparse CNN accelerator is of great importance. In this brief, we develop a sparse CNN accelerator achieving a high MAC-unit utilization ratio and great power efficiency. The accelerator includes a radix- 4 Booth multiplier for preencoding weights to reduce the number of partial products (PPs) and the encoder power consumption. The proposed accelerator has the following three features. Firstly, we reduce the bit number of PPs exploiting the features of radix-4 Booth algorithm and offline weight pre-processing. Secondly, we extract eight encoders from relevant multipliers and merge them into one pre-encoding module to reduce area. Finally, after encoding non-zero weights offline, we design an activation selector module to select the activations corresponding to non-zero weights for subsequent multiple-add operations. The proposed work is designed by Verilog HDL language and implemented in a 28 nm process. The proposed accelerator achieves 7.0325 TOPS/W with $50 \%$ sparsity and scales with sparsity up to 14.3720 TOPS/W at 87.5\%.
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## I. Introduction

NOWADAYS, convolutional neural network inference on edge devices is widely studied since CNN models are becoming more complex with larger parameters. Currently, state-of-the-art CNNs [1], [2] often contain up to hundreds of megabytes of weight parameters and 600 k operations per input pixels. Such large networks require huge computing power in

[^0]hardware. Constrained by the limited hardware resources of edge devices, CNN inference accelerators need high energy efficiency and area efficiency in general matrix multiplication (GEMM) which accounts for more than $90 \%$ of CNN calculations. Namely, more than $90 \%$ CNNs computations are occupied by MAC operations [3].

Data sparsity has drawn great attention since it can be exploited in CNN inference accelerators [4] as zero elements reduce the computation and storage cost significantly. Meanwhile, structural sparsity, which is based on the traditional sparse algorithm with modified penalty terms, aims to organize more regular matrices. Besides, to run these neural networks (NNs), multipliers are necessary in hardware platforms to compute the model data. The radix-4 Booth algorithm can improve the performance of multiplication because it reduces the number of partial product (PP) rows by half [5].

This brief introduces a novel sparse CNN accelerator with custom radix-4 Booth multiplier with high datareuse performance. The main contributions are summarized as follows:

- Pre-encoding radix-4 Booth multiplier: A pre-encoding radix-4 Booth algorithm, highly compatible with data reuse and weight offline pre-processing, is proposed. Reducing the bit number of PPs and merging eight encoders into one pre-encoding module based on the features of our accelerator, could simplify multiplication in CNN calculations, which reduces area and power consumption.
- Sparse CNN accelerator: For low-power design, the weights above $50 \%$ sparsity are steered into arithmetic units, such that each block supporting the computation of sparse data can reduce the number of MACs by half and realize the same amount of computation as regular accelerator without sparsity mechanism.


## II. Proposed Work

Structural sparsity could effectively compress the computation amounts in NNs and reduce the power consumption thanks to the regular predictable weight property of structural sparsity with low index overhead. Fig. 1 shows the architecture of the proposed sparse accelerator consisting of 16 engines. Each engine including 8 blocks can steer the same weights, corresponding control signals and different activations into these 8 blocks. Each block including 4 MACs can select activations corresponding to non-zero weights and realize the


Fig. 1. The architecture of proposed sparse CNN accelerator.
computation operations in channel dimension. The 4 MACs integrated into the PPs generation and adder tree modules can realize the operation of the sum of 4 multiplications. Different blocks in the same engine can generate different pixels in the same output channel, and different engines can generate pixels in different output channels. As shown by the red and yellow lines in Fig. 1, the parallel processing is implemented such that each weight is shared to drive 8 blocks to generate 8 pixels in the same output channel and each activation is shared to drive 16 blocks having the same number in 16 different engines to generate pixels in different output channels simultaneously.

Our design introduces two novel methods and refers to two existing strategies to achieve low-power computation. Firstly, we separate the encoders from the multipliers and combine them into a single pre-encoding module to drive 8 blocks, reducing $7 \times$ area of the encoders. Secondly, we propose a method to reduce the bit number of resultant PPs exploiting the feature of radix-4 Booth algorithm and offline weights pre-processing. Then, we propose a spatially-unrolled sparse architecture similar to [6] and improve it to support a full range of sparsity from 0 to $100 \%$. Finally, we apply a low-power adder tree design [7] to the PPs accumulation and design some special standard cells to further reduce the power consumption.

## A. Pre-Encoding Radix-4 Booth Multiplier

The radix-4 Booth algorithm can facilitate the multiplication and improve the timing. A pre-encoded mechanism [8] of radix-4 Booth algorithm is proposed for low-power multiplierlevel design via detecting and gating the " $\pm 0 \mathrm{X}$ " case. For a system-level low-power design, we propose a pre-encoding structure exploiting the feature of radix-4 Booth multiplier, the data-reuse structure of our accelerator, and the preprocessing of weights. To support both unsigned $\times$ signed and signed $\times$ signed in convolutional computation, we provide a solution that extends 1-bit sign/zero in the highest bit of multiplicand. Taking $X$ (uint $8 /$ int 8$) \times Y($ int 8$)$ as an example, the PPs generation based on radix- 4 Booth algorithm is given by:

$$
\sum_{i=0}^{4-1}(-1)^{\operatorname{sign}\left(M_{i}\right)} 2^{2 i}\left|M_{i}\right| \operatorname{concat}\left\{\operatorname{sign}(X) \& i s_{-} \operatorname{sign}, X\right\},
$$

TABLE I
Radix-4 Booth Algorithm


Fig. 2. Partial products of 8 bit $\times 8$ bit radix -4 Booth multiplier.
where concat $\}$ is bit-concat operation, $\operatorname{sign}()$ returns the sign bit of data, the coefficient $M_{i}$ is shown in Table I, and is_sign is 1 if $X$ is a signed type, 0 otherwise.

On the basis of above formula and sign extension structure [9], we can get the PPs of $X($ uint $8 /$ int 8$) \times Y($ int 8$)$ as shown in Fig. 2b, where $E_{i}$ is the sign bit of each PP, " 1 " is a normal constant, and $S_{i}$ is the sign of $M_{i}$. Since the formula of the convolutional layer is $\boldsymbol{w} \times \boldsymbol{x}+\boldsymbol{b}$, the weights are known in advance before being loaded into accelerator, and the $S_{i}$ bits are only related to the weights, we can add " 1 " and $S_{i}$ to bias parameter $\boldsymbol{b}$ beforehand, which means we do not need to construct any circuits related to " 1 " and $S_{i}$ compared with classical radix-4 Booth as shown in Fig. 2a. Namely, an offset value added to bias $\boldsymbol{b}$ offline for adjustment per multiplier can be expressed as follow:

$$
\text { offset }=2^{12}+2^{14}+\sum_{i=0}^{3} 2^{2 i} S_{i}
$$

As a result, the parts only surrounded by the red dotted line in Fig. 2b are summed up in the accelerator, reducing the bit number of PPs. The bit numbers of each PP (\#1 to \#4) given to the adder tree are $12,10,10$, and 10 , respectively. Namely, the bit number that could be reduced in each multiplier is 6 .

Morever, according to the data-reuse feature of our accelerator, we propose to extract the encoder from radix-4 Booth multiplier as a sharable pre-encoding module to further reduce the power consumption. Fig. 3 shows the sharable feature of pre-encoding module. Since the input/output of encoder is only related to weights and each weight can be reused to drive eight blocks in each engine, the pre-encoding module can be shared


Fig. 3. Sharable feature of pre-encoding module.


Fig. 4. Weight offline encoding in the channel dimension.


Fig. 5. Activation selector at different sparsity.
by the eight blocks in each engine. Namely, we extract eight encoders from eight blocks in each engine and merge them into just one encoder to reduce area and power consumption.

## B. Activation Selector

Basically, CNNs contain four kinds of structural sparsity from irregular level to regular level (i.e., fine-grained, vectorlevel, kernel-level, filter-level). Regular sparsity makes the design of hardware accelerator easier. To exploit the structural sparsity at different levels, a flexible accelerator is necessary.

A sparse PE [12] accepts compressed sparse column (CSC) format to skip zero elements. However, the control logic of PE is too complex. A time-unrolled systolic structure [6] achieves $100 \%$ utilization of MACs. However, this structure increases not only register accesses for data accumulation but also the number of registers in the data flow. On the other hand, since the weights are known in advance, we could pre-process the raw weights. Based on [6], Fig. 4 gives an example of using a kernel size $=3 \times 3 \times 8$. The weights are coded by removing the zero elements and appending the bitmask M indicating the location of non-zero elements. M signal can be shared by the eight blocks as depicted in Fig. 1.

Besides, a spatially-unrolled structure [6] supporting variable sparsity density bound block (VDBB) is presented. However, it does not support the sparsity under $50 \%$. We then propose an improved activation selector to support a full range of sparsity. As shown in Fig. 5, this selector can complete the filtering of activations using 8-bit mask data. We adopt 1-bit control signal in each engine to set whether the data could be computed within one or two clocks. When the sparsity is


Fig. 6. Improved wallace tree based on customized standard cells.

TABLE II
Truth Table of FAN and HAN

| A | B | Cin | FAN_CoN | FAN_SN | HAN_CoN | HAN_SN |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| 0 | 0 | 1 | 1 | 0 | 1 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 1 | 0 | 1 | 1 | 0 |
| 1 | 0 | 0 | 1 | 0 | 1 | 0 |
| 1 | 0 | 1 | 0 | 1 | 1 | 0 |
| 1 | 1 | 0 | 0 | 1 | 0 | 1 |
| 1 | 1 | 1 | 0 | 0 | 0 | 1 |

greater than or equal to $50 \%$, the selector can finish selecting eight data within one clock cycle (Fig. 5a), otherwise in two consecutive clock cycles (Fig. 5b). Firstly, we map 8-bit mask into 3 -bit $\times 4$ data as selection signals for $8: 1$ multiplexers (8MUX1s). Secondly, we integrate four 8MUX1s into our selector selecting at most four 8-bit data from eight activations using four 3-bit selection signals. Finally, the selected data is output. In addition, when some engines execute one-cycle computations with sparsity above $50 \%$ and the others execute two-cycle computations with sparsity under $50 \%$, one-cycle computation engines are gated for one extra cycle.

## C. Adder Tree

An optimized wallace tree [7] is proposed to implement the accumulation operation. Carry save addition (CSA) is applied to avoid the carry propagation delay. We refer to this strategy to build the adder tree structure in our design depicted in Fig. 6. To reduce the bit extension during the accumulation phase, we first reshape the PPs from \#1 to \#4, then add the same level PPs up at the first stage. Then, to optimize the timing of adder tree, we only generate the carry and sum outputs at each stage using CSA, avoiding carry propagation. Finally, we use a carry-propagation adder (CPA) to calculate the final result once we get the final two numbers.

To further reduce the power and area consumption, we develop special standard cells to form an adder tree. Full adder (FA) and half adder (HA) are the most frequently-used standard cells in our adder tree. Taking FA with CoN and SN (FAN) and HA with CoN and SN (HAN) as an example, the truth table is shown in Table II, and the output of FAN and HAN is the invert of carry ( CoN ) and the invert of sum ( SN ), which could reduce the number of transistors in our circuit for invert operation. We adopt these cells (e.g., FA, FAN, HA, HAN) to construct the adder tree collaboratively.

TABLE III
Evaluated Accelerator
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Fig. 7. Layout result of the proposed accelerator.

## III. Experimental Results

## A. Methodology

The proposed accelerator is designed by Verilog HDL language and synthesized for SMIC 28 nm using Synopsys Design Compiler. The clock frequency is set to be 550 MHz with $20 \%$ uncertainty, and the input/output latency is set to be $65 \%$ clock period. Besides, we develop the above-mentioned standard cells with specified functions and generate relevant library. Furthermore, the layout design is implemented using Cadence Innovus with two corners: 1) $0.81 \mathrm{~V} / 125 \mathrm{C}$ SSG corner with RC-worst case, and 2) $0.99 \mathrm{~V} / 0 \mathrm{C}$ FF corner with RC-best case. The power, performance and area (PPA) values are obtained using Design Compiler, PrimeTime and Innovus.

The chip layout and its implementation results are shown in Fig. 7. The core area is $1.41 \mathrm{~mm} \times 0.49 \mathrm{~mm}$ with 128 KB SRAM including 62.5 KB weight SRAM, 50 KB activation SRAM, and

TABLE IV
Performance at $50 \%$ Random Sparsity

| Component | Power, mW | Area, $\mathrm{mm}^{2}(\%)$ |
| :---: | :---: | :---: |
| Pre-encoding Module | ${ }^{s} 0.762 /^{p} 1.112$ | ${ }^{s} 1.860 \mathrm{e}-4(0.038 \%)$ |
| Activation Selector | ${ }^{s} 12.768 /^{2} 25.796$ | ${ }^{s} 1.784 \mathrm{e}-2(3.686 \%)$ |
| PPs Generation | ${ }^{s} 14.592 / /^{p} 24.265$ | ${ }^{s} 2.368 \mathrm{e}-2(4.893 \%)$ |
| Adder Tree | ${ }^{s} 28.672 /^{p} 56.100$ | ${ }^{s} 4.506 \mathrm{e}-2(9.311 \%)$ |
| Reg/Buffer/Controller/Oscillator | ${ }^{s} 33.906 /{ }^{p} 41.715$ | ${ }^{s} 3.318 \mathrm{e}-2(6.856 \%)$ |
| SRAM (128KB) | ${ }^{s} 10.010 /{ }^{p} 11.182$ | ${ }^{s} 0.3640(75.215 \%)$ |
| Total | ${ }^{s} 100.71 /^{p} 160.17$ | ${ }^{s} 0.4839(100 \%)$ |
| ${ }^{s}$ Synthesis result; ${ }^{p}$ Post-layout result |  |  |

15.5 KB output SRAM. The typical pre-driver voltage is 0.81 V , and the power consumption is 160.14 mW with $50 \%$ sparsity at 550 MHz based on the SSG corner and RC-worst case.

## B. Performance Analysis

With $50 \%$ random weight sparsity, the PPA metrics of each part are provided in Table IV. Considering the computing amounts and convolutional layer size of NNs (e.g., VGG16, AlexNet), setting the size of SRAM to 128 KB is appropriate and could reduce memory access. To evaluate the performance of our multiplier and accelerator, we construct three cases for comparison. Case 1 , whose block realizes the sum of eight multiplications, adopts traditional $8 \times 8$ multiplier generating eight PPs without pre-encoding module and sparsity mechanism. Case 2 , whose block realizes the sum of eight multiplications without sparsity mechanism, adopts pre-encoding radix-4 Booth multiplier. Case 3, whose block realizes the sum of four multiplications with sparsity mechanism, adopts radix-4 Booth multiplier without sharing


Fig. 8. Energy efficiency and MAC utilization at different channel-level sparsities.

TABLE V
Performance Analysis in This Brief

| Case | Area <br> $\left(\mathrm{mm}^{2}\right)$ | Energy Efficiency (TOPS/W) <br> at different sparsity |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $0 \%$ | $50 \%$ | $87.5 \%$ |
| Case 1 | 0.5975 | 7.1429 | 8.2090 | 12.7034 |
| Case 2 | 0.5655 | 8.2090 | 9.8214 | 17.5826 |
| Case 3 | 0.4864 | 7.0777 | 11.1354 | 24.0348 |
| This work | 0.4839 | 7.1088 | 11.1846 | 24.1410 |
| *All the data is synthesis results in this table. |  |  |  |  |

the pre-encoding module. The area and energy efficiency metrics are shown in Table V. The synthesis results of energy efficiency and MAC average utilization from $0 \%$ to $87.5 \%$ weight sparsity is shown in Fig. 8. Our accelerator achieves a $90.03 \%$ improvement in energy efficiency compared with case 1 and the highest energy efficiency (24.1410 TOPS/W) at $87.5 \%$ sparsity.

## C. Comparison With Prior Work

Table III lists the metrics of the state-of-the-art sparse CNN accelerators for evaluation. To compare with these INT8 accelerators, we scale the area and energy efficiency of these works into our design as references following the approach of [15], [16]. From $50 \%$ to $75 \%$ weight sparsity, our design offers higher area and energy efficiency than others. Moreover, by applying the quantization [17] and group sparsity [18] strategies to channel-level CNN training, we get some benchmarks (i.e., VGG16, AlexNet, MobileNetV3) with different sparsity. Also, we train these CNNs based on VDBB and random format for comparison. Besides, the bit width of quantized weights and activations is 8 . Since our accelerator cannot achieve high MAC utilization in small-size convolutional layers and fully connected layers, the energy efficiency is relatively lower than that of channel-level random data case.

## IV. CONCLUSION AND DISCUSSION

In summary, this brief presents a low-power sparse CNN accelerator with pre-encoding radix-4 Booth multiplier. Based on the feature of radix-4 Booth algorithm, we lower the number and bit width of PPs. To reduce memory access, we reuse activations and weights based on the architecture of our accelerator, allowing us to share the encoders in multipliers. Furthermore, we filter the weights offline to generate the mask signals to realize sparsity mechanism. Implemented using 28nm technology, the proposed accelerator achieves 7.0325 TOPS/W at $50 \%$ sparsity and 14.3720 TOPS/W at $87.5 \%$.

Future work will seek to further improve the energy efficiency of the proposed accelerator by combining the approximate radix Booth multiplier [19], [20] with our current design since the approximate multiplier could further decrease the complexity of logic circuits. However, the approximate multiplier may have a negative impact on the accuracy of NNs. We need to explore the efficiency and accuracy trade-off.
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[^1]:    ${ }^{s}$ Synthesis result; ${ }^{p}$ Post-layout result; ${ }^{c}$ ASIC result; ${ }^{\dagger}$ Peak hardware throughput; ${ }^{t}$ Calculated with sparsity and network structure
    $e$ Energy efficiency scaling $=$ Energy efficiency $\times \frac{\text { process }}{28 n m} \times\left(\frac{\text { Voltage }}{0.81 V}\right)^{2} ;{ }_{a}$ Area efficiency scaling $=$ Area efficiency $\times\left(\frac{p r o c e s s}{28 n m}\right)^{2}$
    ${ }^{1}$ Channel-level sparsity; ${ }^{2}$ VDBB sparsity; ${ }^{3}$ Random sparsity
    *Note that all synthesis and post-layout results of our accelerator are obtained based on $0.81 \mathrm{~V} / 125 \mathrm{C}$ SSG corner and RC-worst case.

