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Figure 1: (a) Intuitive 3D modeling system estimates the clay shape based on the position of trackers embedded in the clay.
(b) Our proposed method successfully reproduces the bunny shape only from the position information of trackers inside the
original model.

ABSTRACT
This paper proposes a shape reproduction method for the clay
containing numerous tiny position trackers inside to actualize a
real-time intuitive 3D modeling system for non-expert users. Our
method successfully reproduced 3D models reflecting the charac-
teristics of the original models thanks to the proposed edge inter-
polation. Our method is highly parallelizable and even the most
time consuming process requires only 𝑂 (log𝑁 ), where 𝑁 is the
number of voxels, indicating our method is potentially suitable for
real-time processing.

CCS CONCEPTS
• Human-centered computing → Graphics input devices; In-
formation visualization.
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1 INTRODUCTION
Thanks to the advancement of computer graphics technologies,
applications enjoying 3D models (e.g., VR content, video games) are
increasing. Therefore, research on 3D modeling methods is actively
conducted to meet the increasing demand. However, currently avail-
able 3D modeling software requires expertise; namely, it cannot
provide real-time intuitive modeling for non-experts. To address
this issue, Ref. [5] has proposed “iClay” system. Fig. 1 shows the
overview of iClay system. iClay system is supposed to provide in-
tuitive real-time 3D modeling with the clay, in which tiny position
trackers are embedded. iClay system allows non-expert users to
intuitively build their 3D models only by making a 3D shape with
the clay. In addition, iClay system reproduces the shape of the clay
from the position information of the tracker existing not only on
the surface but also existing inside the clay. Hence, iClay can even
reproduce cavities inside the clay and can create a precise 3D model.
iClay system requires two element technologies: tracker localiza-
tion and shape reproduction from the tracker positions. Ref. [14]
has developed a localization method suitable for tiny trackers but
made any progress on 3D shape reproduction suitable for iClay
system. As a related work, Refs. [4, 15] have proposed methods to
reproduce a 2D shape from a point cloud on a 2D plane. However,
extending these methods to 3D models results in huge computa-
tional cost, and hence they are not applicable to real-time 3D shape
reproduction. Several methods that are based on the point clouds
in 3D space have been reported [2, 7, 8]. These methods reproduce
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Figure 2: Process of the proposed method. (a) The pro-
posed method initializes voxels at tracker positions with
𝑉𝑥𝑦𝑧 = 1. (b) The proposed method finds pairs of trackers
such that the distance between them is less than “maxi-
mum interpolation length,” and sets 𝑉𝑥𝑦𝑧 = 1 to voxels be-
tween them. (c) The proposed method blurs 𝑉𝑥𝑦𝑧 with the
Gaussian filter. (d) The proposed method creates meshes
with marching cubes algorithm.
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Figure 3: Shape reproduction results when maximum in-
terpolation edge length is 1cm.

the object shape from the points cloud existing only on the object
surface. On the other hand, iClay system should reproduce the 3D
shape from the position information of trackers existing inside the
clay. Therefore, the conventional methods cannot be applied to
iClay in their original forms.

We propose a 3D shape reproduction method that uses the po-
sition information of the trackers spreading inside the clay. We
demonstrate that the proposed method is highly parallelizable and
is suitable for instant 3D modeling systems.

2 PROPOSED METHOD
Fig. 2 shows an overview of the proposed method. Our method first
defines a 3D space, which is sufficiently large to accommodate all
trackers, as shown in Fig. 2(a). Then, our method divides the 3D
space into tiny small cubes called voxels. Each voxel has the same
size as the tracker and holds a single scalar value 𝑉𝑥𝑦𝑧 . Voxels that
accommodate the center of any tracker are initialized as 𝑉𝑥𝑦𝑧 =

1, and others are initialized as 𝑉𝑥𝑦𝑧 = 0. After the initialization,
the proposed method carries out the edge interpolation process
searching for pairs of voxels whose distance from each other is less
than a certain length, which is defined as “maximum interpolation
edge length,” with a breadth-first search. Then as shown in Fig. 2(b),
the proposed method sets 𝑉𝑥𝑦𝑧 = 1 for all voxels that lie on a
straight line connecting the two voxels of the pair. To smooth the

Figure 4: Difference between original shape and repro-
duced shape around bunny ears. Dashed line shows the
outline of original shape and gray zone shows the repro-
duced 3D shape.

surface of the reproduced model, the proposed method further
divides the existing voxels into smaller voxels. Following the voxel
subdivision, as shown in Fig. 2(c), the proposed method applies a
Gaussian filter to the subdivided voxels so that the values of 𝑉𝑥𝑦𝑧
decay with the distance from the tracker. Finally, the proposed
method creates meshes with “marching cubes algorithm [10]” as
shown in Fig. 2(d). The marching cubes algorithm generates the
surface by estimating whether each voxel, corresponding to a vertex
of the marching cube, is inside or outside the clay. Whether a voxel
is inside the model or not is determined by comparing 𝑉𝑥𝑦𝑧 with
a certain threshold value 𝑉𝑡ℎ ; a voxel satisfying 𝑉𝑥𝑦𝑧 ≥ 𝑉𝑡ℎ is
considered to be inside the model and vice versa. Here, the value
of 𝑉𝑡ℎ affects the volume of the reproduced model, i.e., if 𝑉𝑡ℎ is too
small, the reproduced model size becomes larger than the original
clay size. The proposed method utilizes the density and the number
of trackers, both of them are known, to estimate the volume of the
clay. Based on the clay volume, the proposed method determines
the appropriate 𝑉𝑡ℎ .

Breadth-first search algorithm and Gaussian filtering are highly
compatible with parallel computation. Many studies have reported
that the marching cubes algorithm is also compatible with parallel
computation [3, 11, 12]. Almost all processes composing ourmethod
are highly parallelizable, and hence our method potentially achieves
fast 3D shape reproduction, which is indispensable for instant and
real-time 3D modeling.

3 EVALUATION
This section evaluates the proposed method with benchmark 3D
models. We implemented the proposed method with C++ language.
Position trackers are scattered in the 3D models randomly with the
density of 10 trackers per 1 cm3. The 3D space which accommodates
all trackers is a cube with 16 cm on each side. The trackers and
initial voxels are both 0.1 cm on a side. Voxels are further divided
into cubes of 0.02 cm on each side in a later process to smooth the
surface of the reproduced model. As for blurring, we use 35 × 35 ×
35 Gaussian filter whose standard deviation is 17.

Fig. 3 shows the appearances of the original and reproduced
models with our method. We evaluated two simple models, sphere
and torus, and one complex model, Stanford Bunny [1]. Fig.3 in-
dicates that our method reproduces 3D models successfully even
for the complex model, reflecting the characteristics of the original
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(a) Accuracy (b) Completeness
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Figure 5: Calculationmethod of accuracy and completeness.
Accuracy and completeness are symmetrical metrics. (a)
To compute accuracy, for each point on the reproduced
model, we measure the distance to the nearest point on
the original model and take its average. (b) To compute
completeness, for each point on the original model, we
measure the distance to the nearest point on the reproduced
model and take its average.

Table 1: The effect of the edge interpolation. The maximum
interpolation edge length is set to 1cm.

w/ edge interpolation w/o edge interpolation
Accuracy [cm] Completeness [cm] Accuracy [cm] Completeness [cm]

Sphere 0.0210 0.0624 3.07 0.113
Torus 0.0134 0.0602 0.345 0.108
Bunny 0.134 0.107 0.966 0.114

shape. However, there are minor differences between the repro-
duced and original models (e.g., the face and ears of the bunny).
Fig. 4 shows a magnified view of the rabbit’s ears illustrating the
difference between the reproduced and original models. As Fig. 4
indicates that the region between the rabbit’s ears is filled, our
method tends to fill small depressions in the original model. This
is an inherent problem since the density of the trackers is limited,
and then our method cannot distinguish between the region where
the tracker is sparse and the outside of the model. However, this
problem could be mitigated by, for example, estimating the gap in
the original model with machine learning, which is our primary
future work.

To quantitatively evaluate the proposed method, we adopt two
common metrics for evaluation: accuracy and completeness [6, 9,
13]. Accuracy and completeness are symmetrical metrics, and Fig. 5
illustrates their calculation. Both metrics indicate error distances,
and hence lower these values mean better reproduction results.

First, we evaluate the contribution of the edge interpolation.
Table 1 shows the metrics with and without the edge interporation.
As Table 1 indicates, all metrics are greatly improved with the
edge interpolation. Table 1 also shows that the benefit of the edge
interpolation is greater for simple models than for the complex
model. This is because the simple 3D models used in the evaluation
has no bumpy region, and hence the issue of the proposed method
stated above, accidentally filling the bumpy region of the original
model, does not make effect.

Next, we evaluate the relationship between the the maximum
interpolation edge length and two metrics. Figs. 6 and 7 show the
evaluation results. The results show that accuracy is greatly im-
proved by increasing themaximum edge length, while completeness
is not. Completeness is not affected by the maximum interpolation
edge length since the number of vertices in the reproduced model
is far larger than that of the original model. Therefore, at least one
vertex of the reproduced model would be generated at a position
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Figure 6: Relationship between accuracy and maximum
interpolation edge length.
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Figure 7: Relationship between accuracy constants and
maximum interpolation edge length.

very close to each vertex of the original model and consequently
completeness is kept low. Fig. 6 points out that accuracy does not
improve any more when the maximum edge length exceeds 0.8
cm. Increasing the maximum interpolation edge length results in
huge computation. Aiming at the real-time processing for instant
3D modeling, we should build an algorithm to automatically deter-
mine the appropriate interpolation edge length based on the tracker
density, which is one of our future work.

Finally, we discuss the time complexity of the proposed method.
When a sufficient number of processors are given (𝑁𝑝 > 𝑁 ) and the
proposed method is run in parallel, the time complexity becomes
very small, where 𝑁𝑝 and 𝑁 are the numbers of processors and
voxels, respectively. The time complexity of the edge interpola-
tion process is 𝑂 (𝑙/𝑟 ), where 𝑙 is the maximum interpolation edge
length and 𝑟 is the length of a voxel edge. The time complexity of
the Gaussian filtering process is 𝑂 (𝑊 ), where𝑊 is the filter size.
Determining appropriate 𝑉𝑡ℎ is the most time consuming process.
However, the time complexity of determining appropriate 𝑉𝑡ℎ is
only𝑂 (log𝑁 ). Finally, the time complexity of marching cubes algo-
rithm is 𝑂 (1) since it can be executed with voxel-level parallelism.
None of the process require a complex computation, and hence
our method can potentially achieves real-time processing on, for
example, GPU.

4 CONCLUSION
We proposed a shape reproduction method for the clay containing
numerous tiny position trackers inside. Our method reproduced
3D model successfully reflecting the characteristics of the original
model thanks to the proposed edge interpolation. Theoretical dis-
cussion showed that when the sufficient number of processors are
given, the time complexity of our method is very small and even
the most time consuming process requires 𝑂 (log𝑁 ), where 𝑁 is
the number of voxels, which indicates that our method potentially
achieves real-time processing.
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