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Abstract—This paper presents a worst-case-aware design
methodology for an oscillator-based true random number gener-
ator (TRNG) that produces highly random bit streams even under
deterministic noise. We propose a stochastic behavior model to
efficiently determine design parameters, and identify a class of
deterministic noise under which the randomness gets the worst.
They can be used to directly estimate the worst value of a poker
test under deterministic noise without generating bit streams,
which enables efficient exploration of design space and guarantees
sufficient randomness in a hostile environment. The proposed
model is validated by measuring prototype TRNGs fabricated
with a 65-nm CMOS process.

Index Terms—True random number generator, Markov chain,
stochastic model, Jitter.

I. INTRODUCTION

R ANDOM number generation, which is indispensable for
secret- and public-key generation and challenge and re-

sponse authentication, is a fundamental underlying technology
to accomplish highly secure systems. Oscillator-based true
random number generators (TRNGs) [1]–[3] are popular cir-
cuits that produce physical random numbers. Fig. 1 has a block
diagram of a basic oscillator-based TRNG, which consists of a
sampler and two distinct oscillators; one is fast and the other is
slow. The sampler acquires bits from the fast oscillator (D in
Fig. 1) using the signal of the slow oscillator as clock (CK in
Fig. 1). The oscillators inherently have jitter because of internal
noise, and hence the rise timing of the slow oscillator signal
fluctuates from the viewpoint of the rising edges of the fast
oscillator. The oscillator-based TRNG generates random num-
bers exploiting this jitter as a random source. Random period
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Fig. 1. Basic oscillator-based TRNG.

jitter, which is defined as the standard deviation of periods, has
been called ‘jitter’ for the sake of brevity in this paper.
To design a TRNG that satisfies given performance speci-

fications, we need to estimate the randomness of TRNGs and
procure appropriate design parameters. Despite the require-
ments for randomness estimation, it is difficult to simulate
oscillator-based TRNGs because the jitter of oscillators cannot
be directly considered in ordinary circuit simulators such as
Synopsys HSPICE and NanoSim. They could simulate os-
cillator-based TRNGs by modeling jitter with pseudorandom
numbers through Verilog-A, for example, but it takes an un-
acceptably long time for simulations since randomness tests
require long bit streams. Furthermore, the oscillation periods
for the two oscillators and their jitter are on different orders of
magnitude and hence the time steps for transient simulations
must be kept small to ensure the simulation accuracy. There-
fore, an efficient behavioral model and a method of evaluating
the randomness of oscillator-based TRNGs are necessary to
guide explorations in design space and meet the design speci-
fications. Also, a design method that takes into consideration
deterministic noise is required because a TRNG should guar-
antee its sufficient randomness even when unwanted noises or
malicious attacks occur. Note that randomness of TRNG in this
paper just means the statistical randomness of output data, and
unpredictability is not specifically discussed.
Petrie and Connelly [5], [6] modeled a slow oscillator under

random noise and deterministic signals as a voltage-controlled
oscillator (VCO). They discussed the required jitter to produce
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sufficient randomness and the effects of deterministic noise with
a poker test [7]. They also investigated the frequency ratio of
the two oscillators, but it was limited to be a small number of
about 15. Although they [5] claimed that a larger frequency ratio
resulted in better randomness, this tendency might depend on
an assumption about the behavior of an oscillator-based TRNG
and they provided limited quantitative evaluation in terms of
frequencies. In addition, their proposed model [5] could not
be used to evaluate the effect of deterministic noise accurately
when the noise frequencies were higher than that of the slow
oscillator, and therefore design with the model could not en-
sure sufficient randomness under high-frequency noise. More-
over, the model was not validated with hardware measurements.
Bucci et al. [2] introduced numerical formulas that gave the
transition probability between successive bits as a function of
the average and the standard deviation of oscillation periods and
the initial phase difference between the two oscillators. How-
ever, they did not rigorously test randomness with, such as, [7],
[8], [10], and did not consider deterministic noise. Bernard et
al. [11] proposed a mathematical model of a TRNG using two
jittery clocks with rationally related frequencies, and the model
could be used to evaluate entropy per bit and bias on the gener-
ated bit stream. Their model, however, did not take deterministic
noise into consideration. Baudet et al. [12] modeled the oscilla-
tors of a TRNG with a phase-oriented approach, and they pro-
vided formulas for entropy rates. They also introduced a method
of measuring jitter by filtering out deterministic jitter. Ergün
[13] modeled a chaotic oscillator that was used as a slow oscil-
lator, and he provided design guidelines based on estimates of
entropies. The model was, however, tailored for a chaotic oscil-
lator and a VCO, and hence it could not be used for other types
of oscillator-based TRNGs.
In our preliminary work [14], we proposed a procedure

for designing an oscillator-based TRNG with a stochastic
behavior model. We determined the design parameters with
the model without taking deterministic noise into account,
and then evaluated robustness to power-supply noise with bit
generation. The procedure, however, required iterations of
exploring design space and checking of robustness until ad hoc
design modifications attained sufficient robustness to the supply
noise. Moreover, the randomness under deterministic noise was
evaluated with only a small subset of possible deterministic
noises. In reality, the number of possible deterministic noises
is infinite. Thus, the identification of the worst-case through a
number of simulations is impossible, and hence the procedure
did not guarantee the randomness under deterministic noise.
We propose a worst-case-aware design methodology in this

paper using a stochastic behavior model. Key design param-
eters are explored and determined with the stochastic model
we propose. The worst randomness under deterministic noise
is quickly evaluated with a number of design parameters using
a model without bit generation, and appropriate design param-
eters are determined so that the TRNG passes tests and satisfies
the required specifications, which makes design iterations un-
necessary. The proposed worst-case-aware design method guar-
antees enough randomness even under any waveform shapes of
deterministic noise, because the worst case derived in this work
is the theoretically-proven worst case, and there are no deter-

ministic noises worsen than the worst case. This contribution
comes from an identification of the class of deterministic noise
which causes the worst situation.
The behavioral model we propose utilizes a Markov chain,

and it is used to quickly estimate the worst value of a poker
test (defined in the FIPS 140-2 [7]) under any deterministic
effects without generating a bit stream. The principal design
parameters, which are average periods of oscillators, the duty
cycle of the fast oscillator, and the use of correctors, are deter-
mined guided by the estimated values and target values. The
quality of TRNG outputs can be quantitatively evaluated with
other standard randomness tests as well when necessary since
the model can also generate a bit stream. It should be noted
that the proposed method can be applied to all types of oscil-
lators, since the parameters of interest are independent of the
topology or type of oscillator. Furthermore, we test and validate
the proposed model with hardware measurements of an oscil-
lator-based TRNG implemented with a 65-nm CMOS process.
The three main contributions our work makes are:
• to propose the worst-case-aware design methodology to
guarantee sufficient randomness under deterministic noise,

• to verify the efficiency of the worst-case-aware design
method with gate-level TRNG simulation, and

• to identify the class of deterministic noise under which the
randomness gets close to the lowest.

The rest of this paper is organized as follows. Section II pro-
poses a behavioral model with a Markov chain and a procedure
for evaluating randomness. Section III validates the model with
hardware measurements. Section IV proposes a methodology
to calculate randomness in the worst case without bit gener-
ation. The efficiency of the proposed design methodology is
proven with gate-level noise-aware TRNG simulation, which
is explained in Section V. Section VI presents an example to
illustrate how appropriate design parameters are derived and
Section VII gives concluding remarks.

II. PROPOSED STOCHASTIC BEHAVIOR MODEL

This section proposes a behavioral model of oscillator-based
TRNGs using a Markov chain.

A. Behavioral Model of Oscillator-Based TRNG

A Markov chain is a discrete-state/discrete-time stochastic
process, , where is a sequence
of random variables, which satisfies, for each , a Markov prop-
erty, i.e., [6]

(1)

This means that next state only depends on current state
and is independent of past states .
Before explaining the proposed model, we will describe an

assumption about the model. We have assumed that jitter in the
oscillators is temporally uncorrelated, which means that we take
into consideration thermal noise, shot noise, and/or 1/f noise but
not deterministic noise (this will be considered in Section IV)
such as power-supply noise, substrate noise, and external noise.
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Fig. 2. Example application.

Given this assumption, a Markov chain can be applied to the
behavioral modeling of an oscillator-based TRNG.
The fast oscillator waveform of one cycle is divided into

spans and each span is regarded as a state in the proposed model.
Thus, a Markov chain that has -state space is constructed. Let
us suppose the -th rising edge is the timing of a slow oscillator.
Here, we define this timing as time . The fast oscillator at this
rise timing stays in one state of the states defined above. The

denotes the state at time . The TRNG generates the -th
bit corresponding to , since each state corresponds to low or
high. Fig. 2 outlines an example where the model is applied to
a TRNG where . The TRNG takes state 1 at time and
state 6 at time , and then and . In this
example, since states 0, 1, 2, and 3 are low and states 4, 5, 6, and
7 are high, the -th output is 0 and the -th output is 1.

B. Model Construction and Use

This subsection explains the process of evaluating random-
ness with the Markov model. 1) Transition matrix and 2) state
probability vector are calculated, and then 3) random bit streams
are generated and evaluated with statistical randomness tests.
Each step is explained in what follows.
1) Calculation of TransitionMatrix: This step is used to con-

struct transition matrix that characterizes the state transition
of the Markov chain. The matrix size is when the model
has -state space. An element of matrix is the probability
of a transition from to . Transition step
is the number which the state proceeds by and is defined as

. Let denote the probability that the
next state will advance by from state . Assuming a Gaussian
distribution, is calculated as:

(2)

(3)

where is the average period for the fast oscillator, and
is the time range for one state and is defined as . The

is the probability density function of a Gaussian distribu-
tion whose standard deviation, , depends on the current state.
Note that the proposed model can handle any other distribution
shapes as long as they are independent of time, even though a
Gaussian distribution has been adopted as a representative shape
in this paper. The is a remainder where the average period for
slow oscillator is divided by that of the fast oscillator. It is

Fig. 3. Example calculation of transition matrix.

Fig. 4. Jitter accumulation in fast oscillator. Variance of each rise timing is
denoted. .

most likely that the next timing for sampling will advance by
from the current. The next sampling timing is distributed more
uniformly as increases. The can also be obtained
from (2) since is equal to while extending the max-
imum range of . Thus, can be derived with (2).
Let us explain (2) using the situation in Fig. 2 as a simple

example, where is 8, is ‘1’, and is ‘6’. Fig. 3 ex-
plains the summation and integration in (2). When is suf-
ficiently large, i.e., (top of Fig. 3), is approxi-
mately obtained as . However, as

is comparable to or smaller than (bottom of Fig. 3),
should not be ignored. As

becomes relatively larger than , more terms of should be
summed up, and finally (2) is obtained.
To easily take jitter from both oscillators into consideration,

we derive a variance constant and equivalent jitter. An oscillator
is composed of stage elements (called gates after this), such as
inverters, and the jitter characteristics of gates are an important
factor in their design. To discuss this factor, we here define vari-
ance constant as the variance in the stage delay divided by the
average stage delay. Due to this definition, the variance con-
stant of an oscillator composed of gates with variance con-
stants is conveniently equal to . The variance constant charac-
terizes the jitter of an oscillator. The variance constant of the
fast oscillator, , and that of the slow oscillator, , can
differ. For instance, the variance of periods of the slow oscil-
lator is .
Next, Fig. 4 shows an example of waveforms to explain

equivalent jitter. Equivalent jitter is the time fluctuation be-
tween the rise edge of the slow oscillator and the previous rise
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edge of the fast oscillator, and is defined as the standard devia-
tion of the time span between the two edges (denoted as ).
The fluctuation of results from the jitter of the slow rising
edge at and of the fast rising edge at . Here,
is the initial time difference between the oscillators, and the

jitter for the slow edge is . cycles of fast oscillation
elapse per cycle of the slow signal where , and
then jitter accumulates in the meantime, since is larger
than . Then, the variation in the rise edge at
is . The two oscillators have different cir-
cuits, and hence the rise edges at and are
independent of each other. Therefore, the variance in is

. When the current state is in
the Markov chain, the initial time difference is approximated
as . The error in this approximation, which
degrades the accuracy of the model, gets smaller as the size
of state-space increases, because the error is
always less than . Finally, equivalent jitter is expressed as:

(4)

The parameter of affects the accuracy and run time for
evaluation. To precisely model the behavior,
should be sufficiently smaller than . The size of in the ex-
periments will be discussed in Section VI-D.
2) Calculation of State Probability Vector: Given the transi-

tion matrix, the next state probability vector, , is calculated
from the current one, as shown in (5) at the bottom of the
page.
Transition matrix is independent of time because of the

Markov property, and hence can be calculated with initial
state probability vector . Fig. 5 plots an example
of transitions where the initial states are 0 s. Because the
average periods of the fast and slow oscillators are 0.3 ns and
50 ns, is calculated as 50 ns mod 0.3 ns. The variance
constants of the oscillators are both s.
3) Bit Generation and Randomness Tests: Duty cycle is de-

fined as the ratio of the number of high states to the number of all
states in the model. For example, when states 0 to 29 are low
and states 30 to 99 are high is
. When the next state probability vector, which can be ob-

tained from the current state, and the duty cycle are given, the
next state and the next output are stochastically determined with
pseudorandom numbers generated by computer. Repeating this
process generates a successive bit stream. Randomness is evalu-
ated by testing the generated bit stream with arbitrary statistical
tests.

Fig. 5. State probability vectors with progression of time.

Fig. 6. Chip photos and block diagrams of TRNGs.

Postprocessing with correctors (e.g., the XOR [9] and von
Neumann correctors [1]) is a popular technique to improve ran-
domness. When the bit stream is generated by the model, arbi-
trary correctors can be simply applied to the random numbers
and statistical tests are then executed.

III. MODEL VALIDATION WITH HARDWARE MEASUREMENTS

The proposed Markov model was implemented with
MATLAB, and validated with measurements of a prototype
TRNG fabricated with a 65-nm process.

A. Test Structure

Fig. 6 shows the test TRNG, chip photos, and block diagrams.
The test TRNGwas fabricated with e-shuttle 65-nm process.We
implemented 5-, 7-, and 15-stage ring oscillators (ROs) as fast
oscillators using standard cells with minimum channel length.
A 251-stage RO of the slow oscillator is composed of low-
leakage standard cells with 10-nm longer channel length. All
stage elements of the ROs are static CMOS inverters and 2-input
NAND gates. The periods of the ring oscillators are 178.3 ps for
the 5-stage RO, 243.2 ps for the 7-stage RO, 502.6 ps for the
15-stage RO, and 10.0 ns for the 251-stage RO from the circuit

...
...

...
. . .

...

(5)
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Fig. 7. Example of adjustment of duty cycle with body-biasing technique.

simulations. Four-, 64-, 512- and 4096-frequency-dividers were
also implemented as slow oscillators.
A body biasing technique was adopted to finely tune the duty

cycle of fast oscillators. Although a frequency divider can ad-
just the duty cycle, a perfect duty cycle of 50% does not nec-
essarily result in a balanced occurrence of 1/0 due to the input
offset of the sampler. Fig. 7 has an example of duty cycle ad-
justment when four body voltages (VNW A, VNW B, VPW A,
and VPW B) are applied to every other inverter in the 5-stage
RO. The time when inout is high depends on the delay of the
NMOSs in the 1st, 3rd, and 5th inverters, and the PMOSs in
the 2nd and 4th inverters. The time for low is complimentarily
affected by the other MOSs. The duty cycle increases when for-
ward biases are applied to VNW A and VPW B, and reverse
biases are applied to VNW B and VPW A, so that the time for
high increases and the time for low decreases. Thus, the duty
cycle can be freely chosen by changing the four voltages. This
work assumes that the body voltages are provided separately
and isolated from VDD, which means deterministic VDD noise
does not affect body voltages.

B. Metric of Randomness

We mainly employed the results of a poker test as a random-
ness metric in this research, because they can easily be calcu-
lated in the worst case evaluations of randomness presented in
Section IV. However, several randomness tests have been pro-
posed such as the NIST test suite, Diehard tests and FIPS140-2
tests. Even though the NIST tests and Diehard tests are preferred
for testing whether test data are sufficiently random or not, they
are difficult to use in comparing multiple test streams because
they return many p-values as scores for a test stream. Therefore,
entropy of a bit stream is widely used for evaluating random-
ness variations or differences. Fig. 8 compares a poker test and
an entropy test. The poker test returns values as results, and
a pass mark of is . The vertical axis for
the value is inversed because smaller indicates higher ran-
domness. It can be seen from the figure that the of the poker
test is well correlated with the entropies, which indicates that
the poker test can be used for approximate evaluations of ran-
domness.

Fig. 8. of poker test versus approximate entropy.

C. Validation With Poker Test

We generated 100 sequences of 20-k random bit streams with
the test chip and measured them with a logic analyzer. We also
generated the same number of bits using the proposed model.
The size of state space was set to 100. The other parameters
for the model were determined as follows. We measured the
periods of the slow oscillator (the 251-stage ring oscillator with
64-frequency divider) with a real time oscilloscope, and then
estimated the variance constant from the measured periods.
In this measurement, the fast oscillator was stopped. The
trigger jitter of the employed real-time oscilloscope (Tektronix
DPO70804) is 1 , and it is negligibly small because the
measured jitter of 251-stage ring oscillator with 64-frequency
divider was 113 ps. The estimated variance constant was

s1. On the other hand, since it is difficult to directly
measure the signal of the fast oscillator, we obtained the average
period from circuit simulation and estimated the jitter of the
fast signal assuming that the fast and the slow oscillators have
the identical variance constant. Namely, the variance of the fast
signal was calculated as the variance constant multiplied by
the average period which was from circuit simulation. For the
same reason, the duty cycle of the fast oscillator was estimated
from measurements assuming that 1/0 probability represented
the duty cycle [13], instead of direct waveform measurement.
Strictly speaking, the probability of ‘1’ occurrence has a little
difference from the actual duty cycle because of the input offset
of the sampler. On the other hand, they are highly correlated,
and then we regarded the probability of ‘1’ occurrence of the
output bit streams as the duty cycle of the fast oscillator.
Fig. 9 plots the measured and simulation results for the poker

test with 5- and 15-stage fast oscillators. The horizontal axis
plots the frequency ratio of the oscillators, and it was varied by
changing the configuration of the frequency divider. The duty
cycle for the fast oscillators were adjusted to within % by
body biasing. We can see from the results for both simulations
and measurements in Fig. 9 that increasing sampling sparseness
, which means that the sampler captures data once per rising
edges of the clock, viz., enlarging the jitter of the slow oscil-
lator [15], improves the quality of random bit streams. The

1The variance constant is different from that used in the other section, since
the measured slow oscillator consisted of the low-leakage standard cells while
the oscillators in other section consisted of the standard cells with minimum
channel length.
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Fig. 9. Randomness versus sampling sparseness and fast average period.

Fig. 10. Randomness versus duty cycle.

value for the 5-stage ring oscillator estimated by the model sat-
isfies the pass mark when the frequency ratio is 2933 and higher.
On the other hand, the frequency ratio of 8310 is necessary for
the 15-stage ring oscillator. Thus, the fast oscillator with higher
frequency reduces the frequency ratio to pass the test, and con-
sequently increases the throughput of the TRNG.
Fig. 10 plots the poker test results obtained by changing the

duty cycle for the fast oscillators. We used the 7-stage ring oscil-
lator as the fast oscillator and employed the 512-frequency-di-
vider. In this experimental configuration, the frequency ratio be-
tween the oscillators was large enough to pass the poker test.
The duty cycle for the fast oscillator varied from 44% to 58%
The same figure indicates that the unbalanced duty cycle for the
fast oscillator degrades randomness. The results from the simu-
lations and the measurements are well correlated, which means
the results from analysis using the proposed model are valid.
Also, this result exemplifies that a fast oscillator with unbal-
anced duty cycle limits the randomness of a TRNG even when
the frequency ratio is large enough.

IV. ESTIMATION OF WORST-CASE RANDOMNESS

This section proposes a method of evaluating the worst
value of a poker test under deterministic noise that utilizes a
Markov model but does not require any bit generation.

A. Consideration of Deterministic Noise

Deterministic noise (e.g., power-supply noise, substrate
noise, and external noise) induces deterministic fluctuations in
the rise timings of oscillators, and it appears as variations of
in (3) and representative phases . Here, the representative

Fig. 11. Example of representative phase.

phase is defined as the time interval from the rising edge of a
fast oscillator to the rise timing of a slow oscillator immediately
after the fast oscillator without any random jitter, and then

. Assuming that jitter has a Gaussian distribu-
tion, the representative phase is equal to the average of in
Fig. 4. Fig. 11 illustrates the representative phase for oscillating
signals.
A state that contains a representative phase corresponds to

the mode of states. For example, in Fig. 5 indicates that
the mode value is 65 and the representative phase is

. Further, the 1/0 occurrence of a
bit stream is the most biased where the representative phases of
cycles are fixed to the same value, which is the center number of
high/low states. Thus, the worst case under deterministic noise
can be considered to be a condition where every representative
phase is fixed at the middle state of the low states (duty cycle

) or high states (duty cycle ). This middle state will
be denoted by after this. The proof can be found in the
Appendix I.
The discussion in this section focuses on the class of harmful

noise rather than waveform shapes and how to deliver such
harmful noise to TRNG. Our estimation of the worst-case
randomness considers the theoretically worst situation without
investigating waveform shapes of the deterministic noise. On
the other hand, it is difficult to associate the worst case with
the physical attacking method since the noise delivery through
physical attacking is totally dependent on the implementation.
The mapping of the worst-case to attacking way is another
interesting topic to study and one of our future works.

B. Worst Evaluation of

Assuming the worst case discussed above, we estimated
the worst value under deterministic noise using the Markov
model. Additional constraints were given to calculations of the
transition matrix and state probability vector to estimate the
worst value.
First, initial vector in (5) is set so that the probability of

state is 1 and the probabilities of the other states are 0.
For example, when states 0 to 29 are low and states 30 to 99
are high , the initial probability of state 64 (or state
65) is 1 and the others are 0. The representative phases with
this constraint are fixed and the bias of 1/0 occurrence becomes
the largest, which makes the randomness of output the lowest.
Then, in (3) is fixed to 0 and does not depend on the periods
of oscillators, which means that the representative phase does
not change cycle by cycle.
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The reason why bit generation is not required is that the tem-
porally-successive probabilities of ‘1’ occurrence can be di-
rectly calculated using the proposed model. The computation of
requires the four successive probabilities of ‘1’ occurrence,

, where the probabilities depend on the
state at . On the other hand, from the discussion in
Section IV-A, for the worst case evaluation, can be fixed
to . In this case, can be subse-
quently computed. Note that the representative phase is fixed in
the transition matrix computation for the worst case evaluation.
Consequently, the consideration of the worst case enables the
worst value evaluation without bit generation.
Once the state probability vector is computed, the worst
value can be directly calculated with the proposed model

without bit generation. The probabilities of ‘1’ occurring at
successive outputs, , are calculated with the corre-
sponding state probability vectors and duty cycle. Note that
is not independent of and the correlation with
the past bit stream is taken into consideration in calculating the
state probability vector. The worst is computed from [7] as:

(6)

where is the probability that the four successive bits will be
equal to . For instance, is the probability of and is
described as . The can be calculated with
the Markov model from the probabilities of the occurrences of
‘1’ or ‘0’, which differs from the conventional way of counting
each in long generated bit sequences.

C. Corrector Considerations

To estimate the worst with a corrector, the probabilities of
‘1’ occurring after correction, , need to be computed from .
The can be computed as

for the XOR corrector, whereas the Von Neumann cor-
rector is difficult to apply since it may discard bits boundlessly
and computing is not easy.

V. VALIDATION OF WORST CASE-AWARE DESIGN

We experimentally confirmed that the proposed worst case
computation guaranteed the worst with gate-level TRNG sim-
ulations by taking power-supply noise into account. Here, the
discussion on attacks is not supported by measurement, since
it is difficult to accurately inject the noise that we want to give
due to measurement environment. For example, though on-chip
noise generator [4] can generate power supply noise, it is diffi-
cult to control the waveform of the noise due to the distortion
by the packages, the bonding wires, and the decoupling capaci-
tances. On the other hand, the simulation is preferable to the chip
measurement for analyzing the impact of deterministic noise,
because we can inject the noise that we want to give. We there-
fore have implemented the gate-level TRNG simulator, which
enabled us to flexibly control the waveform, frequency, and am-
plitude of the injected noise.

Fig. 12. Concept behind noise-aware gate-level simulation.

A. Simulations Considering Deterministic Noise

A gate-level simulator that took into consideration fluctua-
tions in all gate delays was developed. Each gate delay is de-
noted as .

(7)

(8)

where (gate) denotes the types of gates. The
is the gate delay without any random noise. To express the
dependence of delays on supply noise, we used a gate-delay
model ((8)) based on an alpha-power lawMOSFET model [18].
Parameters , and are obtained
by fitting them to the results from circuit simulations.
represents the function of a noise-induced supply voltage
waveform. The represents a random timing fluctu-
ation originating from random noise, and it is calculated as
Gaussian random number whose average is zero and variance
is where is the variance constant of the
oscillator.
Fig. 12 explains three-step bit generation, denoting the

first rise timings of the fast and the slow ROs as
and and the timings of -th rising edges as

. 1) Calculate the next timing for the
rising edge of slow RO from current rising timing

. 2) From and , find
that satisfies equalities .
3) Generate one bit from , and
taking into account the duty cycle of the fast RO.
The time interval between the successive rising edges is the

sum of for two rounds of the slow oscillator. Addi-
tionally, when a frequency divider is used for the slow oscillator
and the sampling sparseness is , the gate delays for rounds
are summed.

B. Simulation Results

Randomness under supply noise of various frequencies was
evaluated with the simulator, and compared to the worst ran-
domness estimated with the Markov model.
Fig. 13 plots the poker test results (a) without any determin-

istic noise and under power-supply noise. The figure also plots
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Fig. 13. Evaluation of randomness under and without deterministic noise.

Fig. 14. Evaluation of randomness under deterministic noise with various pe-
riods.

the worst values estimated with the Markov model. We gen-
erated 100 sequences of 20-k bits for the test. (b) One hundred
kilohertz, (c) 10 MHz, and (d) 100 MHz of sinusoidal noise
whose amplitudes were 100 mV were added to the DC supply
voltages of 1.2 V for ROs. We used a 5-stage RO whose average
period was 178.3 ps and duty cycle was 51% at 1.2 V as a fast
RO. The of the ROs was s referring to the results
obtained from measurements of ROs fabricated with the 65-nm
process. Equivalent jitter for the Markov model was calculated
with and the periods of ROs. Fig. 13 indicates that randomness
depends on the frequency of deterministic noise. It can also be
seen that randomness under or without deterministic noise is not
worse than the results estimated as being the worst case, which
verifies the idea of the worst evaluation in Section IV. The
values in Fig. 13 fluctuate for the low frequency ratios. The fluc-
tuation is caused by in (3) and the deterministic noise, since
they shift the representative phases . Therefore, the impact of
the deterministic noise on the value varies depending on the
frequency ratio and the noise frequency.
Fig. 14 shows the of a poker test when the period of sinu-

soidal noise was finely varied. The figure also shows the worst
value and the pass mark for the poker test. Ten sequences of 20-k

bits were generated with the simulation. Five-stage RO, whose
duty cycle was 51%, and 251-stage RO with a 9-frequency-di-
vider, whose average period was 73.4 ns, were used as the fast
and slow ROs. The of ROs was s. It can be
seen that the pass/fail for the poker test depends on the period
of deterministic noise. In addition, Fig. 14 indicates that the
values can approach the worst case especially as the period of
power-supply noise decreases. Thus, the risk that deterministic
noise will degrade randomness to the worst case should not be
ignored, and therefore, the proposed worst-case-aware design
methodology effectively guarantees randomness even under un-
wanted noise.

VI. EXPLORATION OF DESIGN SPACE WITH PROPOSED MODEL

This section presents an example to illustrate how to derive
appropriate design parameters with the proposed worst-case-
aware design methodology. Here, the design space consists of
the frequencies of oscillators, the duty cycle of a fast oscillator,
and whether the TRNG employs correctors. The design space
is explored by evaluating the of a poker test when changing
the design parameters within feasible values. In Section VI-A,
only frequencies of oscillators are explored as a simple example.
The allowable shift of duty cycle from 50% can be investigated,
though it is not included in this example. Then, Section VI-B
shows how to consider the XOR corrector. Section VI-C demon-
strates that our design method can consider the injection locking
attack by changing variance constant. Section VI-D discusses
the required size of state space for meaningful evaluation as a
supplement.

A. Design of Fast and Slow Oscillators

This subsection explains the design of fast and slow oscil-
lators for TRNG with given design constraints and circuit in-
formation on the 65-nm CMOS process. The variance constant
of each gate is s, which was derived from the
measurements of ROs in the 65-nm process. Since it is self-evi-
dent that themost advantageous duty cycle for the fast oscillator,
which is equal to the 1/0 probability here, is 50%, the duty cycle
does not need to be explored. The actual duty cycle of the fab-
ricated oscillator has some error from the optimal value due to
process variations. Therefore, the duty cycle of the fast RO is
within % here. To simplify the discussion, no correc-
tors have been employed. Ten million bits per second, which is
a typical value in a smart card [17], or higher throughput, are
required.
First, the periods for several oscillators that could be used as

fast ROswere estimated by simulating the circuits. Here, fast os-
cillators with different numbers of stages (3, 5, and 7) were eval-
uated for the sake of simplicity, and their periods corresponded
to 113.5 ps, 178.3 ps, and 243.2 ps, respectively. Second, the
worst values for TRNGs with each of the fast ROs were eval-
uated with the Markov model varying the frequencies of slow
ROs.
Fig. 15 plots the estimated values. The duty cycle was set

to 50.05% assuming the least preferable case. We estimated
throughputs that could be achieved for all fast ROs. Now that
the required throughput is 10 Mbps, the number of stages of fast
ROs should not exceed five. When a 3-stage RO is adopted, the
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Fig. 15. Evaluation of randomness to design fast and slow oscillators.

TABLE I
NIST RANDOMNESS TEST RESULTS. p-VALUE/PASS PROPORTIONS ARE
LISTED IN EACH CELL. BOLD FONTS ARE USED FOR PASSED TESTS

number of stages of slow ROs is determined so that the slow os-
cillator frequency is 20.5 MHz or less. However, for a 7-stage
RO, the frequency should not exceed 4.5 MHz, which means
more stages, i.e., a larger area is necessary, and furthermoremul-
tiple TRNGs are needed to satisfy these requirements.
To further investigate randomness, 100 Mbits of bit streams

from the model were evaluated by using the NIST test program.
The fast oscillators were 3-stage ROs and the frequencies of the
slow oscillators were 10 MHz and 21 MHz. As Fig. 15 shows,
the former parameter set achieves sufficient randomness and the
latter does not. Table I summarizes the results obtained from
the NIST tests. The output bit streams failed nine tests with the
21 MHz slow oscillator, which demonstrates the insufficiency
of randomness. However, the 10 MHz slow oscillator attained
such a high degree of randomness that it passed all the tests.
The efficiency of our design methodology is verified since these
results are consistent with those in Fig. 15.
Different oscillator topologies and logic styles, such as the

current mode logic for faster ROs, are also explored in actual
designs. Here, power consumption, in addition to area, becomes
a key performance metric and a more complex design space has
to be explored. The proposed evaluation of randomness using
the worst is effective in terms of CPU time for such purposes.

B. Effect of XOR Corrector

Fig. 16 plots variations in the worst with the XOR cor-
rector as the frequency ratio of the oscillators changes. The
is s, and the fast oscillators are 5-stage ROs (av-
erage period and frequency are 178.3 ps and 5.6 GHz) whose

Fig. 16. Improvement in value with XOR corrector.

Fig. 17. value versus frequency ratio with different variance constants.

duty cycle is set to 50% Fig. 16 indicates that the XOR cor-
rector improves the estimated values. The XOR corrector,
however, reduces the throughput of the TRNG by half. The min-
imum frequency ratios that pass the poker test are 701 without
the corrector and 244 with the XOR corrector. Consequently,
the throughputs without a corrector and with the XOR corrector
correspond to 5.6 Gbps/ Mbps and (5.6 Gbps/204)/

Mbps. This means that the XOR corrector is effective even
when the duty cycle of the fast oscillator is balanced.

C. Injection Locking Attack

Frequency injection [19] is a state-of-the-art attack on oscil-
lator-based TRNGs that utilizes injection locking in ring oscil-
lators to reduce the amount of jitter and degrade randomness.
The proposed model can deal with injection locking attacks by
decreasing variance constant. In this section, the slow oscillator
is injection-locked and its variance constant is reduced
while the jitter of the fast oscillator is constant, because an oscil-
lator with high frequency is difficult to be injection-locked. As a
preliminary experiment using another small test structure fabri-
cated in the same process, we measured the variance reduction
of a ring oscillator under injection locking. A noise generator
attacked a 2-input NAND gate in 293-stage ring oscillator. The
measurement showed that the variance of the periods decreased
to 1/16, and thus we employed 16 as a factor of variance re-
duction. In addition, we evaluated the randomness of the output
when the variance constant for the slow oscillator was zero as
an extreme case.
Fig. 17 plots the worst as a function of the frequency ratio

of oscillators and the three curves correspond to
s, s, and

s. Here, the fast oscillator is a 5-stage RO and its
duty cycle is 50% Fig. 17 indicates that small requires a
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Fig. 18. value versus sizes of state space.

low frequency for the slow oscillator to pass the randomness
test. If the injection locking reduces from s
to s or 0 s, the throughput decreases by half to
sustain sufficient randomness.
Let us examine the throughput reduction above. When the

frequency of fast oscillator is constant, the required equiva-
lent jitter to attain sufficient randomness is almost constant.
As (4) shows, equivalent jitter, , originates from slow oscil-
lator, , and fast oscillator, . When the slow
oscillator is under ideal injection locking, the variance constant
for slow oscillator becomes zero and while

and jitter component from fast oscillator is unchanged.
The variance of fast oscillator during a period of slow oscil-
lator, , is approximately proportional to
frequency ratio, and hence increasing frequency ratio can sus-
tain equivalent jitter. For example, if without injec-
tion locking is equal to , increasing the
frequency ratio by a factor of 2 is reasonable with the slow os-
cillator under ideal injection locking.

D. Size of State Space

The size of state space affects the accuracy of the model as
explained in Section II-B. Fig. 18 plots the estimated values
when is varied. The is s. The fast oscillator is
a 5-stage RO and its duty cycle is 50% These are typical settings
in our experiments. The frequencies of the slow oscillator are 5,
10, and 20 MHz. Fig. 18 shows that as becomes larger, the
value converges, and a large state space is necessary for the

conversion when the estimated is high (viz., randomness is
low). In the range of being below 1000, of 100 enables an
approximate estimate of randomness and of 1000 is sufficient
for precise analysis. We therefore employed 100 or 1000 of
in the experiments discussed in this paper.
In the case that is 100 and the slow frequency is 20 MHz,

is 1.8 ps, which is of the equivalent jitter
. This result also suggests a guideline that should be less
than about .

VII. CONCLUSION

We presented a worst-case-aware design method for oscil-
lator-based TRNGs. A behavioral model of a TRNG and a
method of evaluating the worst randomness under determin-
istic noise were proposed. We confirmed the effectiveness of
our model through hardware measurements and comparisons
obtained with a gate-level noise-aware TRNG simulator, which

was tailored to evaluate randomness under deterministic noise.
The proposed design methodology aided us in designing an os-
cillator-based TRNG that satisfied performance specifications
even under a hostile environment.

APPENDIX A
MATHEMATICAL PROOF OF WORST CASE

In Section II, the representative phases of cycles are fixed to
the center of the HIGH period (duty cycle ) or the LOW
period (duty cycle ), to evaluate the worst randomness.We
here clarify that such a condition results in the worst entropy,
which is a popular metric of randomness.
In this Appendix, is defined as a time interval from a rising

edge of fast oscillator to the next rising edge of slow signal
. Assuming a Gaussian distribution, the probability

density function of is

(9)

where is the representative phase.
Due to the definition of , the fast signal is HIGH for
and is LOW for , where is the duty

cycle of the fast oscillator. Thus, , which is the probability of
‘1’ occurrence at the -th bit in successive bits, can be calculated
by integrating as follows:

(10)

where is the representative phase for the -th bit. In the
following discussion, duty cycle is , which means
that the HIGH period is longer. The same discussion is doable
for with a substitution of . and are
assumed to be independent from , because their fluctuations
are considered as the random jitter or the variation of .
The derivative of with respect to is derived.

(11)

is compared with .

(12)

When (12) becomes

(13)
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Here, is 0 because of the definition , and
therefore, .
Under the condition of ,

(14)

(15)

(16)

On the other hand, under the condition of ,

(17)

(18)

(19)

Thus, attains the maximum value with .
When is for every becomes a constant
irrelevant to , and obviously .
On the other hand, entropy for a bit stream was defined as

(20)

where is a probability of ‘1’ occurrence across the bit stream.
Assuming the condition of becomes the min-
imum in case that is the maximum [20]. From these discus-
sion, it is proved that the randomness gets the worst when
is always , namely, the representative phases of cycles
are fixed to the middle point of HIGH period.
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