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This paper proposes a gate-delay model suitable for timing analysis that takes into consideration wide-

ranging process–voltage–temperature (PVT) variations. The proposed model translates an output-

current fluctuation due to PVT variations into modifications of the output load and input waveform.

After translation, any conventional model can compute delay taking into account PVT variations

by using the modified output load and reshaped input waveform. Experimental results with 90- and

45-nm technologies demonstrate that the average error of the fall and rise delay estimation in single- and

multi-stage gates was approximately 5% on average over a wide range of input slews, output loads, and PVT

variations. The proposed model can be used in Monte Carlo STA (static timing analysis) in addition to

corner-based timing analysis. It can be also used in statistical STA to calculate the sensitivities of delays to

variation parameters on-the-fly even when the nominal operating condition changes as well.

& 2013 Elsevier B.V. All rights reserved.
1. Introduction

Process variations have been predicted to become severer [1],
while environmental variations such as voltage noise and tempera-
ture fluctuations are also becoming aggravated [2–5], as technology
continues to advance. These sources are often referred to as PVT
(Process–Voltage–Temperature) variations. Due to the effect of PVT
variations, fabricated circuits perform differently from targeted one in
the design phase, which prompted designers to develop a timing-
analysis method that could be used to estimate variations in delay
before fabrication. Conventional STA (static timing analysis) assumes
worst case scenarios of PVT variations, and its estimates are often
excessively pessimistic. Presently, SSTA (statistical STA) has been
intensively studied [6–10]. It treats delay stochastically and is
expected to provide realistic estimates.

In the meantime, recent chips have been designed with a lower
supply voltage, Vdd, while power dissipation has been rather
increasing [11]. This has forced designers to endure delay varia-
tions due to Vdd fluctuations [12,13]. As the demand for low-power
devices has been increasing, post-fabrication techniques of redu-
cing leakage and switching-power dissipation have often been
used. For example, designs using DVS (dynamic voltage scaling)
and variable Vth (threshold voltage) by body biasing are being
incorporated into the SoC (system-on-a-chip) design flow.
ll rights reserved.
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ashimoto).
Intentional variations in Vdd and Vth associated with operation
modes are generally larger in these designs than typical uninten-
tional variations. Verification of timing in numerous operation
modes and corners is urgently demanded, although the design
time is tightly constrained. STA and SSTA are often used for such
verifications, but it requires data of delay-characteristics in numer-
ous corners, referred to as library data. Conventional gate-delay
models that only cover a single mode/corner are totally insufficient
for creating the whole library that covers a number of modes and
corners. Statistical gate-delay and waveform-based models
[14–17] have been proposed, and they characterize stochastic
times when the output voltage of a gate reaches at certain levels.
Thus, these models aim to give a gate-delay distribution around a
given center corner for given distributions of process variations,
and do not output a determinate delay value for a set of concrete
process variations. Besides, Refs. [18,19] give a deterministic delay
value for a set of concrete process variations. In particular, a model
proposed in [19] copes with voltage variations as well as process
variations, though most of the above models focus on process
variations only. Such models that give a deterministic delay value
are useful for implementing Monte Carlo STA (MC-STA) [20,21],
since the gate delay and slew values must be computed for each set
of concrete process variations. However, they are based on CSMs
(current source models), and hence they are less compatible with
frameworks of timing analysis that use conventional gate-delay
models, such as sensitivity-based model and table look-up model.

As the discussion above, accurate and reasonable modeling of
gate-delay variations is required to consider PVT variations in
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Fig. 1. Table look-up model.
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STA, MC-STA and/or SSTA. This paper presents a gate-delay model
that copes with wide-ranging PVT variations and has compat-
ibility with conventional models. The key point is that the
proposed model directly focuses on an output-current fluctuation
and not on a delay variation. Once a set of determinate PVT
variation values are given, the proposed model translates the
current fluctuation caused by PVT variations into the output load
on the basis of the fact that gate delay is the time required to
charge/discharge output load. In addition, the input waveform is
shifted to compensate for the timing difference that is irrelevant
to the current fluctuation. The proposed model can be used as a
wrapper to any conventional models with a small amount of
additional characterization cost.

The proposed model preliminarily reported in Ref. [22] works
well in most conditions. However, we found that the accuracy
degraded in some cases where the input transition was very slow.
We improved the accuracy in such cases by making two improve-
ments: (1) More accurately computing the input voltage at timing
when the output voltage goes across 50% of Vdd. (2) Calculating
the delay offset not dependent on current variations more
properly. In this work, we verified the proposed model with
45-nm process technology in addition to 90-nm one. Characteriza-
tion costs of the proposed and conventional models were evaluated.
Moreover, we explain how we used the proposed model to calculate
the sensitivity for SSTA, and verify that on-demand sensitivity
updating is helpful for enhancing accuracy.

The rest of the paper is organized as follows. Conventional
gate-delay models are outlined and their inefficiency in variation-
aware analysis is described in Section 2. Section 3 first overviews
the proposed model and then explains details on its calculation
steps. To corroborate accuracy, Section 4 presents the experi-
mental results in 90- and 45-nm process technologies. Section 5
discusses the demonstration in applying the proposed model to
on-demand sensitivity recalculations in SSTA. Finally, the discus-
sion is concluded in Section 6.

2. Problems with conventional gate-delay models

To construct variation-aware timing analysis, four features are
usually required for a gate-delay model:
1.
 Small migration cost from conventional model.

2.
 Small characterization cost.

3.
 Capability of handling the increase in the number of variation

parameters.

4.
 Capability of being utilized in SSTA.

Here, we explain conventional gate-delay models and discuss
their advantages and disadvantages with respect to the above
requirements.

For handling PVT variations, a naive approach is to increase the
number of parameters in the table look-up model. Fig. 1 shows an
example of 2D (two-dimensional) table look-up model with
regard to input slew and output load of a gate. If input slew is
10 ps and output load is 4 fF, for example, 28 ps of gate-delay is
calculated. However, the table look-up model is obviously diffi-
cult to employ, because its characterization cost explodes expo-
nentially as the number of variation parameters increases.

The sensitivity-based model using Taylor expansion shown in
Eq. (1) is a standard approach to variational analysis

d¼ d0þ
X
8pi

@d

@pi

����
pi ¼ pi_0

Dpi, ð1Þ

where d is the delay, d0 is the nominal value of d, and pi is the i-th
variation parameter. Here, ð@d=@piÞ9pi ¼ pi_0

is the delay sensitivity
where parameter pi equals a nominal value, i.e., pi_0, and Dpi is the
difference of pi from pi_0. The sensitivity-based model is widely
used in SSTA [6,7,23] and parametric STA [24,25], because it has
advantageous statistical characteristics [7] and can consistently
cope with various parameters. However, sensitivities depend on
the output load and input-signal waveform, and hence a number
of additional transient analyses are necessary for characterization,
which is computationally very expensive. Another problem is that
the sensitivity-based model is accurate as long as parameter
variations are small, but might not be tolerant to large variations
due to the linear approximation. Moreover, the sensitivity com-
puted under the nominal condition by using Eq. (1) might differ
greatly from sensitivity under actual operating conditions, such as
where the average Vdd declines.
3. Proposed gate-delay model

A feature of the proposed model is that it focuses on current-
variation modeling instead of direct-delay modeling. The delay in
a CMOS (complementary metal oxide semiconductor) logic gate is
the time required to charge/discharge its output load, and hence
an output-current variation caused by PVT variations changes the
gate delay. In this section, the relations between gate delay,
output current, and variation sources are reviewed to explain
why this work focuses on the output-current variation. After that,
this section outlines the proposed model and describes details on
the computational procedures.

3.1. Relations between gate delay, output current, and parameter

variations

The saturation current of a MOSFET (MOS field-effect transistor),
Idsat, is usually expressed in the a-power-law MOSFET model [26]

Idsat ¼ k
mEoxW

toxL
ðVgs�VthÞ

a, ð2Þ

where Vgs means a gate-source voltage, m denotes the effective
mobility, Eox is the dielectric constant of the gate oxide, and tox is the
gate-oxide thickness. Here, W is the channel width and L is the
channel length. a is a coefficient to express the carrier-velocity
saturation effect, and this reaches close to one in advanced
technologies. k is also a coefficient. Here is an example of saturation
current variations in 90-nm CMOS technology in Fig. 2. It is obvious
that the output current has an almost linear relation to variation
sources and is tractable.

However, gate delay is basically inversely proportional to
current [27]. Intuitively, gate delay is also inversely proportional
to ðVdd�VthÞ considering Eq. (2). This means that the sensitivity-
based delay model is not suitable for large variations of Vdd and
Vth, whereas it really works well for small variations. To develop a
gate-delay model that can be applied to a wide range of variations
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Fig. 2. Idsat at Vgs ¼ Vds ¼ Vdd vs. PVT variations in 90-nm process technology (L: channel length, Vdd: supply voltage, DVth0: variation in Vth0 from its nominal value, and T:

temperature).
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of Vdd and Vth, which is eagerly required in DVS and variable Vth

design, focusing on and modeling a current variation represents a
reasonable approach.

3.2. Overview of proposed gate-delay model

Fig. 3 overviews the flow for the proposed model, which
translates three inputs (input slew, output load, and a set of
PVT variations) into two outputs (output slew and gate delay). In
other words, PVT variation information is embedded in the
translated load and reshaped input waveform. Using them, any
conventional model can compute delay taking PVT variations into
consideration. Note that PVT variations in this work are not
random variables but determinate parameter-differences from
their nominal values. Input slew and output load are also
determinate values. The proposed gate delay model provides a
gate delay for a set of determinate device parameters given to
each transistor, which means that the proposed model is inde-
pendent from the device-parameters correlation. In fact, if there is
a correlation, a model user generates samples (sets of device-
parameters) according to the device-parameter distributions with
correlations and gives the samples to the gate delay model. This
property is exploited in MC-STA. The proposed model gives
determinate delay values for each sample. Thus, the proposed
model is independent with how to handle correlations between
process variables for path or circuit delay analyses. .

Fig. 4 illustrates the operation of the translating part in Fig. 3.
All variations are eliminated by reshaping the input waveform
and replacing output load as shown in the right side of Fig. 4. The
modification of the input waveform corresponds to scaling it in
terms of voltage and shifting it in time axis.



Fig. 6. Detail of translation on output waveform. Solid lines denote actual

waveform with PVT variations. Dashed lines are waveforms in case that all PVT

variations are removed. By applying load translation and delay compensation, the

dashed line approaches to the actual waveform. Note that the actual waveforms
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Fig. 7. Entire proposed procedure to calculate delay.
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Here, it is important that this work focuses on the fluctuation
in output current Id, and not directly on delay variations. As
shown in Fig. 5, PVT variations scale the current waveform up or
down, and shift the starting time for transistor switching. This
fact prompts the proposed model to translate output load on the
basis of current variations, and to compensate for such time-
shifting effects. Fig. 6 shows how the output waveform is altered
at the two steps of the translating part in Fig. 3. The solid lines
represent the actual waveform with PVT variations, and the
dashed lines correspond to the waveform in the case that all the
PVT variations are removed. In the left of Fig. 6, all the variations
are simply removed, and then two waveforms are different. After
the first step of load translation, the output slew is adjusted, but
the timing is still different. The second step of delay compensa-
tion shifts the waveform, and finally the delay is well estimated.
In the proposed model, the input waveform is not scaled with
regard to time axis.

Fig. 7 illustrates a complete flowchart of the entire procedure.
Load translation is carried out in Steps 1–4 and delay compensa-
tion in Step 6. The information required for this procedure, such
as Iavg, will be described in the following sections. The proposed
model needs two prior preparations. The first involves construct-
ing a conventional delay model that takes the input transition
time and output load as indices. This is used for calculating the
nominal delay in Steps 0 and 5. This work assumes that a
conventional 2D look-up table would be used to calculate nom-
inal delay, even though other models can similarly be incorpo-
rated. The second involves characterization of the output current
used in Step 3. This characterization only requires a limited
number of DC (direct current) analyses independent of the input
slew and output load, and thus its characterization cost is
quite small.

The advantages of the proposed model associated with the
demands discussed in Section 2 are four-fold: (1) The gate delay
can be computed in any conventional models by using the
translated output load and reshaped input waveform, and hence
all timing analyzers can carry out variation-aware timing analysis
by pre-processing the proposed model. (2) The additional charac-
terization cost is quite limited. No time-consuming transient
analysis is required for additional characterization. The modeling
of current variations only needs a relatively small number of DC
analyses. (3) Variation parameters are treated similarly as a factor
that varies the output current. Therefore, when the number of
parameters increases, the proposed model can handle them con-
sistently. (4) The proposed model provides accurate results over a
wide range of parameter variations, because current variations are
easily and precisely modeled. Therefore, it is suitable not only for
variation-aware STA but also for DVS and Vth control design. The
large range of variations to which it can be applied may eliminate
delay characterizations in numerous corners. By using the proposed
model, libraries at PVT corners can be generated. In addition, when
an actual operating condition varies from the nominal condition,
the proposed model can update delay sensitivities.

The following sections describe the details on each step in
Fig. 7. It begins with Step 4 and goes through Step 3 to Step 1.
After that, this section explains why Steps 0–5 need to be iterated,
and ends with Step 6. This order is irregular but easier to follow,
because the description of a step explains why a parameter, such
as Iavg, calculated in the previous step is required. To simplify
explanations in these sections, the following (1)–(4) are assumed.
(1) The fall delay of a single-stage inverter will be estimated.
(2) The Vdd variations on the driver and receiver sides are the
same. (3) Ground voltages Vss have a constant value of 0 V. Note
that the proposed model can also be applied to other gates and
the rise delay. The mismatches of Vdd and Vss at each pin between
the driver and receiver sides can be considered in the proposed
model, and the experiments in Section 4 take these into account.
(4) An input waveform is monotonic. The shape of input wave-
form is dependent on the gate-delay model used for nominal
delay computation.

When the given input waveform is totally different from that
assumed in the gate-delay model, for example a non-monotonic
waveform due to coupling noise, waveform approximation to a
monotonic waveform by a method, such as in Refs. [28] and [29]
might be necessary, since the proposed model could not directly
deal with noises.

Another approach could be an extension to handle
superposition-based model for capacitive coupling [30]. With this
model, the noise waveform at the victim is derived for each
aggressor. These noise waveforms are superposed to the victim
transition waveform without aggressor transitions, and the victim
transition waveform with aggressor transition is obtained. In this
case, the victim transition waveform without aggressor transitions
can be computed by the proposed model. The remaining issue is the
noise waveform at the victim. A possible computation might be:
(1) the equivalent circuit of the aggressor load, which includes
coupling capacitance, is scaled by the similar idea in Eq. (5) and then
(2) conventional noise computation, such as one with the Thevenin
resistance expression, is performed assuming that PVT variation is
removed by the load translation. The extension for coping with
coupling noise is one of our future works.

3.3. Step 4: translation of current variations into output load

This section explains the most important part of the proposed
model, i.e., how to translate current fluctuations into output load.
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Generally speaking, the delay varies due to a current fluctua-
tion caused by PVT variations, while output-load variations also
change the delay. When the output current becomes large due to
PVT variations, the delay decreases. On the other hand, when the
output load shrinks, the delay also decreases. Hence, these two
cases are highly related in terms of delay. This means current
variations caused by PVT variations can be translated into output
load, while gate delays, strictly speaking the output slew, before
and after translation are equal. This load translation is outlined in
Fig. 4. Here, Id denotes the output current which mostly char-
acterizes the performance of a gate, as will be discussed in the
next section. Current variation DId caused by PVT variations is
translated into a new output load, Cnew. After translation, the gate
is supposed to be under a nominal condition, and therefore its
output slew can be calculated with any conventional delay model.
The delay is computed considering the delay offset in Step 6.

First, the case where output load is capacitive is explained.
Before translation, the amount of the whole charge, Q, that must
be discharged is equal to CVdd, where C is the total capacitance to
discharge, i.e., the sum of the load capacitance, CLoad, and parasitic
capacitances1 inside the cell. Considering that Q varies with
Vdd fluctuations, Cnew is expressed by Eq. (4) from the relation
of Eq. (3)

ðIdþDIdÞ : Id ¼Q : Qnew,

¼ CðVddþDVddÞ : CnewVdd, ð3Þ

‘ Cnew
¼

Id

IdþDId

VddþDVdd

Vdd
C, ð4Þ

where D denotes a parameter variation, and superscriptnew

corresponds to a translated value under a nominal condition. As
a simple example, it is supposed that parameter variations double
the current ðDId ¼ IdÞ and the supply voltage is constant
ðDVdd ¼ 0Þ. Eq. (4) means this translation reduces the output load
to half instead of doubling the current so that the estimated
output slew approaches to the actual one. The delay and output
slew can be calculated with any conventional delay models using
Cnew, where the delay estimation will be further improved in
Step 6.

The idea behind this load translation can be consistently
applied to the generic output load. For example, when the output
load is resistive interconnects, the capacitance in Eq. (4) should be
replaced with admittance at the driving point. This is expressed
by Eq. (5)

Ynew
¼

Id

IdþDId

VddþDVdd

Vdd
Y , ð5Þ

where Y is the driving-point admittance of the actual circuit, and
Ynew is the translated admittance. On-chip interconnects are often
compacted to CRC p model in Fig. 8 for gate-delay computation
[31]. Cnew

1 , Cnew
2 and Rnew can simply be expressed as follows2:

Cnew
1 ¼

Id

IdþDId

VddþDVdd

Vdd
C1, ð6Þ
1 This work considers parasitic capacitances, such as the overlap and fringing

capacitances between gate and drain/source terminals, and diffusion capacitances

of drain/source terminals. Each drain/source terminal associated with the output

transition is taken into account. These capacitances are incorporated into output

capacitance considering the Miller effect.
2 We considered that the admittance of a p circuit is

ðjoC2þ1=ðR1þð1=joC1ÞÞÞ. Thus

Ynew
¼ joCnew

2 þ
1

Rnew
1 þ 1

joCnew
1

 !
:

Substituting Eq. (5) into this, we obtain Eqs. (6)–(8).
Cnew
2 ¼

Id

IdþDId

VddþDVdd

Vdd
C2, ð7Þ

Rnew
¼

IdþDId

Id

Vdd

VddþDVdd
R: ð8Þ

Note that Eq. (4) is one of the special cases of Eq. (5) with R¼0.

3.4. Step 3: estimating current variations

Next, the estimate of Id used for load translation in Eqs. (4) and
(5) is explained.
3.4.1. Current used for load translation

The delay is generally determined by the shape of the current
in the interval between the time when an input voltage, Vin,
equals Vth and the time when the output voltage, Vout, goes across
50% of Vdd. Therefore, the average current in this interval deter-
mines the delay and is appropriate for Id in Eqs. (4) and (5). To
explain how to compute it, let us take an example of a typical
current waveform in Fig. 9. Strictly speaking, the average current
mentioned above should be numerically calculated by the integral
of the current shape, but its computation is difficult because it
requires a huge amount of variational current characterizations
and pseudo-transient analyses. Instead, it can be estimated by a
first-order approximation. The integral of the current shape is
approximated as a trapezoid, and then the integrated area is equal
to the area of a rectangle whose height is Iavg in Eq. (9)

Iavg ¼
1

2
ðIVin ¼ Vth

þ IVout ¼ 0:5Vdd
Þ, ð9Þ

where IVin ¼ Vth
represents the output current when Vin equals Vth,

and IVout ¼ 0:5Vdd
is that when Vout is 50% of Vdd.
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It is experimentally verified that this approximation is reason-
able in most combinations of CLoad, Slewin, and parameter varia-
tions. Therefore Iavg is used as Id. Instead, IVout ¼ 0:5Vdd

can be used as
Id, because in most situations IVin ¼ Vth

is negligibly small. IVin ¼ Vth

should be included to cover the situation that Vdd is close to Vth.
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Fig. 11. Relation between Slew ratio and Vnom
in50 with INV (INVerter), NAND2 (two-

input NAND), and NOR2 (two-input NOR) when a rise-input waveform is injected.

This evaluation was carried out with 9800 combinations of CLoad and Slewin.
3.4.2. Estimation of current

Designers need to prepare the flexible and robust function of
Id ¼ f ðDpÞ against the increase in variation parameters. In this
work, the response-surface method [32] is employed as a candi-
date to estimate Iavg, because the order of polynomials could be
chosen to satisfy the required accuracy. However, other methods
can also be used as long as their accuracy and cost are reasonable.
The polynomials for IVout ¼ 0:5Vdd

is expressed in Eq. (10)

IVout ¼ 0:5Vdd
¼ f ðDp,Vin50Þ: ð10Þ

Constructing Eq. (10) does not need any transient analyses for the
combinations of various input waveforms and output loads, and
only needs a limited number of DC analyses. The parameter left
unknown is Vin50, i.e., Vin at Vout¼0.5Vdd. The next section will
explain how Vin50 is computed.
Fig. 12. Currents in inverter when output reaches 0.5Vdd.
3.5. Step 2: estimate of Vin50

It is generally difficult to accurately determine Vin50, because
Vin50 depends on the input slew, output load, and PVT variations.
For easy modeling, this section demonstrates how to approximate
Vin50 using Vnom

in50, where Vnom
in50 is Vin50 after the output load CLoad

has been replaced with Cnew. After the output load replacement,
the supply voltage differs as seen in Fig. 4, and hence there must
be an offset, DVin50, as plotted in Fig. 10

Vin50 ¼ Vnom
in50þDVin50: ð11Þ

Vnom
in50 should be calculated with Cnew and Slewin, although Cnew is

still unknown. To solve this problem, an iterative approach is
taken, which will be explained in Section 3.7. The following
discusses how DVin50 is estimated.

This section derives a single expression of DVin50 that covers a
wide range of input and output slews. It was experimentally
observed that DVin50 strongly depends on the Slew ratio, which is
defined as Slewout=Slewin. Therefore, DVin50 is expected to be
between two extreme cases of DVin50 in terms of the Slew ratio,
and is computed by averaging them with a weight related to the
Slew ratio. One of them is DVin50,s where input translation is much
slower than output translation, and another is DVin50,f in the
opposite case. However, the estimate of Vin50 cannot directly use
the Slew ratio as a weighting factor, because Slewout is unknown in
Step 2. It was also experimentally found that Vnom

in50 has a strong
correlation with the Slew ratio, as shown in Fig. 11. This is because
Fig. 10. Relation between Vin50 and Vnom
in50.
when Vnom
in50 is large, the input transition finishes earlier than the

output transition, and vice versa.
Considering the above and Eq. (11), a generalized form of Vin50

is constructed using Vnom
in50 as a weighting factor instead of the

Slew ratio

Vin50 � Vnom
in50þðrDVin50,f þð1�rÞDVin50,sÞ, ð12Þ

r¼
Vnom

in50�Vnom
in50,s

Vnom
in50,f�Vnom

in50,s

, ð13Þ

where Vnom
in50,s (Vnom

in50,f ) means Vnom
in50 when the input transition is

much slower (faster) than the output transition. r is the empirical
coefficient that is an alternative to the Slew ratio.

3.5.1. Estimate of Vin50,s (Vin50 when SlewinbSlewout)

Where the output load is very small and the input slew is
much larger than the output slew, inverter operation is deter-
mined by DC rather than AC (alternating current) characteristics.
When Vout reaches 0.5Vdd as seen in Fig. 12, the current ILoad from
CLoad would be negligibly small. It is assumed that both of NMOS
and PMOS turn on and 9Idsat_n9¼ 9Idsat_p9. Considering the channel-
length modulation, these saturation currents are expressed in Eqs.
(14) and (15) on the basis of a-power-law MOSFET model [33]

Idsat_n ¼
bn

2
ðVin�Vth_nÞ

an ð1þlnVoutÞ, ð14Þ

Idsat_p ¼�
bp

2
ðVdd�Vin�9Vth_p9Þ

ap ð1þlpðVdd�VoutÞÞ, ð15Þ



Fig. 13. PVT variations shift timing when MOS turns on/off, and beginning of

output transition varies. Note: In Figs. 13–15, the solid and dashed lines denote

respective waveforms before and after load translation. These figures show a case

that the supply voltage has dropped to VddþDVdd .

Fig. 14. Dts calculation.
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where b is a transconductance coefficient and l denotes a
channel-length modulation parameter. For simplicity, it is
assumed that the current characteristics of NMOS and PMOS are
the same, i.e., bn ¼ bp, an ¼ ap ¼ a and ln ¼ lp ¼ l. Here, Vin50,s and
DVin50,s can be expressed by Eqs. (16) and (17)

Vin50,s ¼
VddþVth_n�9Vth_p9

2
: ð16Þ

DVin50,s ¼
DVddþDVth_n�9DVth_p9

2
: ð17Þ

3.5.2. Estimate of Vin50,f (Vin50 when Slewin5Slewout)

Where the input slew is much smaller than the output slew,
Vin has reached Vdd by the time when Vout reaches 0.5Vdd. Thus,
Vin50,f and DVin50,f only depend on Vdd variations and are
expressed in Eqs. (18) and (19)

Vin50,f ¼ VddþDVdd, ð18Þ

DVin50,f ¼DVdd: ð19Þ

3.6. Step 1: obtaining Vnom
in50

Vnom
in50 can easily be obtained without any transient simulations,

because the information required to compute it is available before
Step 1. This information, i.e., Slewin, Delay, and Slewout, can
be calculated using the input and output waveforms estimated
in Step 0.

3.7. Steps 0–5: iteration

Iterative calculations are necessary in the proposed procedure
for load translation. To accurately estimate Cnew, precise Vnom

in50 is
required. However, to precisely estimate Vnom

in50, accurate Cnew is
essential. This is a kind of chicken-and-egg problem. Hence, Vnom

in50

is computed with CLoad in the first iteration and is recalculated
with Cnew in subsequent iterations. Two or three iterations were
empirically sufficient to accurately estimate Cnew.

3.8. Step 6: delay offset compensation

The delay and output slew are obtained after exiting iteration.
Unfortunately, the delay obtained differs from what are desired to
know. This section first explains why such differences arise, and
next presents ways of compensating for them.

The proposed method aims to be applied to a wide range of Vdd

and Vth variations, while the time when the output transition
starts could be considerably varied in such a situation. Here is a
case that the supply voltage has dropped to VddþDVdd, as shown
in Fig. 13. It is clear that ‘‘input at nominal’’ (input after the
proposed translation) goes across a certain voltage, Vx (e.g., Vth),
earlier than ‘‘input with DVdd’’ (input before the translation),
because the proposed model stretches an input waveform in
terms of the voltage, keeping the input transition times
unchanged. In contrast, when the supply voltage is larger than
its nominal value, an input waveform is shrunk and ‘‘input at
nominal’’ comes later than ‘‘input with DVdd’’. Such a difference in
time before and after the proposed load translation causes the
crossing timing offset, Dt, which is irrelevant to current varia-
tions. Hence, Dt should be separately computed. A similar
problem also occurs with Vth variations.

From the above, the correct delay, Delay, should be compen-
sated. As shown in Fig. 4, Delay is expressed by Eq. (20)

Delay¼DelayproþDt, ð20Þ
where Delaypro is the delay estimated with Cnew without compen-
sation. In principle, Dt is simply regarded as the difference
between two times. First one is t50,b that means the time when
Vout reaches 0.5Vdd before load translation, and the other is t50,a

that is the time when Vout does so after load translation. Therefore
Dt is defined as Eq. (21)

Dt¼ t50,b�t50,a: ð21Þ

When Slewin4Slewout , t50,b can be computed using Vin50 in Step 2,
and then Dt can be obtained, which will be explained in the
following section. However, when SlewinoSlewout , t50,b cannot be
computed using Vin50, because Vin50 may be Vdd. Thus, the
calculation of Dt should be changed according to the Slew ratio.
The proposed model takes an approach similar to that employed
in Section 3.5, i.e., it estimates Dt in two cases and empirically
generalizes Dt using Vnom

in50 similarly to DVin50 in Eq. (12). This is
expressed as Eq. (22)

Dt� rDtf þð1�rÞDts: ð22Þ

Here, Dts and Dtf are Dt where the input transition is much slower
and faster than the output transition, respectively. r is the same as
that in Eq. (13). Fortunately, the information required to compute
Dt is given by STA or calculated in the previous steps with the
proposed model, which will be explained in what follows.

3.8.1. Estimation of Dts (Dt when Slewin4Slewout)

Fig. 14 shows a case where Slewin is larger than Slewout. As
mentioned above, Dts can be expressed by

Dts ¼ t50,b�t50,a: ð23Þ



Fig. 15. Dtf calculation.

Table 1
Experimental conditions for PVT variations.

Variation parameter 90-nm technology 45-nm technology

m 3s m 3s

Channel length L 100 nm 20 nm 50 nm 10 nm

Vth0 offset DVth0 0 V 0.3 V 0 V 0.3 V

Supply voltage Vdd 1.0 V 0.25 V 1.1 V 0.25 V

Ground voltage Vss 0 V 0.25 V 0 V 0.25 V

Temperature T 37.5 1C 82.5 1C 37.5 1C 82.5 1C

Table 2
Experimental conditions for CLoad and Slewin.

Parameter Min Max

CLoad fan-out of 1 fan-out of 50

Slewin 20 ps 500 ps

Slewout

Slewin

1

3

3

Note: here Slewout is under the nominal condition.
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t50,b is easily obtained with Vin50 and Slewin. For instance, if the
input is a ramp waveform, t50,b is computed by

t50,b ¼ Slewin
Vin50

VddþDVdd
: ð24Þ

t50,a is also readily computed by

t50,a ¼ 0:5SlewinþDelaypro: ð25Þ

3.8.2. Estimation of Dtf (Dt when SlewinoSlewout)

The t50,b computation using Vin50 in Eq. (24) can be used as
long as Vin50oVdd. If Eq. (24) is applied to the case in Fig. 15, the
estimated t50,b ð ¼ t50,bðwrongÞÞ is different from the correct
t50,b ð ¼ t50,bðcorrectÞÞ. Thus, Eq. (23) cannot be used in this case.

Here, another approach is adopted to estimate Dtf . Recall that
output transition is supposed to start when Vin exceeds Vth.
Therefore, Dtf can be estimated as the difference in timing when
Vin traverses the threshold voltage before and after load transla-
tion, i.e., tVin ¼ Vth ,b and tVin ¼ Vth ,a.

Dtf ¼ tVin ¼ Vth ,b�tVin ¼ Vth ,a: ð26Þ

For example, when the input is a ramp waveform, these are
calculated by

tVin ¼ Vth ,b ¼ Slewin
VthþDVth

VddþDVdd
, ð27Þ

tVin ¼ Vth ,a ¼ Slewin
Vth

Vdd
: ð28Þ
4. Experimental results

This section discusses the accuracy and characterization cost
of the proposed gate-delay model with 90- and 45-nm process
technologies. Here, a 90-nm industrial standard cell library and a
45-nm open-source standard cell library [34] are used for
evaluation.

4.1. Accuracy of delay and output slew estimates

4.1.1. Experimental conditions

Five gates are used for the evaluation, which are three simple
single-stage gates (INV, NAND2, and NOR2) and two complex
single-stage/multi-stage gates (AND2 (two-input AND) and AOI21
(two-input AND-OR-INV)). It is assumed that L, DVth0, Vdd, Vss, and T
vary simultaneously under the condition in Table 1. All parameters
are normally distributed and independent. Note that this assump-
tion only defines the experimental conditions and limits neither the
range nor conditions to which the proposed model can be applied. L

and DVth0 differ transistor by transistor, and DT varies gate by gate.
Vdd and Vss of driver and receiver sides fluctuate separately. In
particular, Vdd, Vss, and Vth have widely varied, because the proposed
model also aims to cover the DVS and variable Vth design.

Given this parameter set, there are some combinations in
which MOSFETs work in the sub-threshold region. Here, such
combinations of Vdd, Vss, and Vth are eliminated, because the gate
delay becomes unacceptably large in these combinations. The
sub-threshold current changes exponentially as a function of
them, and hence it is difficult to appropriately express the sub-
threshold current by the regression to polynomials given in
Section 3.4.2.

To evaluate accuracy under practical conditions often found in
actual designs, CLoad and Slewin used in the simulation were randomly
generated so that the conditions listed in Table 2 were satisfied. Note
that in the 90-(45-)nm technology used for the experiments,
1.5 fF(0.5 fF) corresponds to the input capacitance of a 1� INV, and
20 ps is the output slew when a step input is given to a 1� INV with a
fan-out of one. Here, the input waveform is expressed by a linear
segment followed by an exponential tail [35]. Moreover, Slews are
defined as five times 40–60% swing of the waveform.

The number of the iterative calculations shown in Fig. 7 is set
to two. Third-order polynomials are used in the current estima-
tion model shown in Section 3.4.2. The stepwise regression
procedure is adopted to derive them [36,37] using a numerical
computing software, MATLAB [38]. The adjusted coefficient of
determination, adjusted R2, is larger than 0.99, and this is
sufficient to accurately estimate the current. The characterization
cost will be shown in Section 4.3.

In the following evaluations in this section, nominal delay
calculation used in Steps 0 and 5 in Fig. 7 is performed by HSPICE
[39], because this section aims to evaluate the error caused by the
proposed model itself and isolates unnecessary errors from other
error sources, such as table interpolation.
4.1.2. Accuracy of estimates for 90-nm technology

Simple single-stage gate with capacitive load. This section
compares the results of actual simulation with PVT variations to



Table 3
Average error [ps (%)] in estimation of delay and output slew for simple gates (90-nm process technology).

Gate Improved model Preliminary model in [22]

Delay Slewout Delay Slewout

Rise Fall Rise Fall Rise Fall Rise Fall

INV 6.5 (4.5) 4.7 (3.9) 6.6 (2.7) 4.4 (2.4) 12.7 (8.8) 8.0 (6.7) 13.2 (5.4) 5.3 (2.9)

NAND2 6.1 (4.3) 7.7 (4.5) 5.3 (2.2) 10.2 (3.7) 11.6 (8.1) 11.4 (6.7) 10.5 (4.3) 12.6 (4.6)

NOR2 10.0 (4.4) 4.6 (3.9) 17.2 (4.3) 4.2 (2.3) 16.5 (7.3) 7.5 (6.2) 24.9 (6.3) 4.7 (2.5)

Avg. – (4.4) – (4.1) – (3.1) – (2.8) – (8.1) – (6.5) – (5.3) – (3.3)

Avg. between rise and fall – (4.3) – (2.9) – (7.3) – (4.3)

Fig. 16. Probability distribution of INV fall delay (#10,000).

Fig. 17. Estimated transition waveform of INV. Solid lines denote actual wave-

forms with PVT variations and dashed lines denote waveforms estimated by the

proposed model. Actual waveforms are normalized to nominal Vdd. Input after load

translation is shifted by Dt.

Table 4
Contribution to accuracy (for fall-delay of 90-nm INV).

Load translation Delay compensation Average err. [ps (%)]

Delay Slewout

O O 4.7 (3.9) 4.4 (2.4)

O 14.1 (11.9) 4.4 (2.4)

29.1 (24.4) 25.9 (14.1)

Fig. 18. Demonstration of inverted temperature dependence with 90-nm INV

(rise-input with Slewin¼100 ps, and CLoad¼fan-out of 40). Solid lines denote delays

obtained by SPICE, and dashed lines denote delays estimated by the

proposed model.

Table 5
Average error [ps (%)] in estimation of delay and output slew for complex gates

(90-nm technology).

Gate Improved model

Delay Slewout

Rise Fall Rise Fall

AND2 7.3 (5.3) 6.4 (3.9) 4.4 (2.6) 4.6 (2.0)

AOI21 10.3 (4.7) 6.9 (4.0) 21.3 (5.5) 10.6 (3.8)
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that of the proposed calculation for INV, NAND2, and NOR2 by
using a 10,000 set of generated CLoad, Slewin, and variation
parameters. Table 3 lists the average errors in Delay and Slewout.
Average errors with the proposed model are 4.3% for Delay and
2.9% for Slewout. Fig. 16 shows a fall-delay histogram and CDF
(cumulative distribution function) of INV. The shape of distribu-
tion obtained with the proposed model is consistent with the
actual distribution. Fig. 17 illustrates an example of the transition
waveform. The shape of the waveform as well as the propagation
delay is accurately estimated.

Table 4 demonstrates which part, i.e., the load translation or
the delay compensation part, contributes to the reduction in
error. The case that neither technique is used is consistent with
nominal delay calculations ignoring all variations of parameters.
Load translation reduces the average error of Delay from 24.4% to
11.9% and that of Slewout from 14.1% to 2.4%. In addition, the error
in delay estimation is decreased to 3.9% by delay compensation. It
is important to simultaneously employ both techniques. A domi-
nant error source remaining is thought to be the current wave-
form approximation shown in Section 3.4.1. The average error
between the true average current and Iavg was 3.25% for INV. The
error due to the current waveform approximation is very close to
the gate delay error in Table 3.

At low supply voltages, a cell may suffer ITD (inverted tempera-
ture dependence) [40]. With ITD, the cell delay increases as tem-
perature decreases. This phenomenon is caused by a competition
between mobility and threshold voltage to dominate the cell delay
variation. With the proposed model, as long as the output current is
characterized at a range of low-voltage region, it can handle ITD
effect. Fig. 18 shows an example that the proposed model reproduces
ITD of an inverter at 0.6 V. The temperature dependence of the cell
delay is well reproduced both at 0.75 and 0.6 V.

Complex single-stage/multi-stage gate with capacitive load. The
same evaluation in the above paragraph is performed for complex
gates. In this evaluation, a multi-stage gate is divided into single-
stages and each stage is analyzed by using the proposed model.
For example, AND2 is divided into two single-stage gates, i.e.,
NAND2 and INV. Table 5 demonstrates that results in complex
gates exhibit the same degree of accuracy with those in
simple gates.

When the proposed model is implemented in a timing analy-
zer, a wrapper that conceals the division of a multi-stage gate into



Fig. 19. Accuracy of delay estimates for 90-nm INV with RC output load (2.0-mm-

long wire).

Fig. 20. Error of path-delay from primary input to each stage. Circles denote

average errors and bars indicate standard deviations of errors.

Table 6
Average error [ps (%)] in estimation of delay and output slew for simple/complex

gates (45-nm process technology).

Gate Delay Slewout

Rise Fall Rise Fall

INV 11.1 (5.4) 4.9 (4.2) 18.8 (5.3) 5.4 (2.8)

NAND2 12.1 (5.7) 8.5 (6.6) 21.4 (5.8) 7.0 (3.2)

NOR2 15.4 (6.1) 4.5 (3.8) 29.7 (6.7) 4.5 (2.3)

AND2 9.8 (5.1) 9.7 (4.6) 4.4 (2.3) 14.3 (4.1)

AOI21 13.6 (5.2) 5.6 (4.2) 26.8 (5.8) 6.7 (3.0)

Avg. – (5.5) – (4.7) – (5.2) – (3.1)

Avg. between rise and fall – (5.1) – (4.1)
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single-stage gates might be necessary. The characterization
should be simply carried out for each single-stage in the following
step: (1) Divide a multi-stage gate into single-stages. (2) Char-
acterize Iavg and Dt for each stage. (3) Characterize Delay and
Slewout for each stage.

Simple single-stage gate with RC load. This section next evalu-
ates the accuracy when RC output load is connected with INV.
A 2.0 mm-long wire was translated into a CRC p model shown in
Fig. 8 by O’Brien and Savarino [31], and was used as RC output
load. Fig. 19 shows the accuracy of the proposed model for a 3000
set of generated parameters and the average error is 10.6 ps
(1.1%). The proposed method works well for RC output load as
well as for capacitive load.

Multiple-stage path. The next evaluation is to apply the pro-
posed model to path-delay estimation. It is assumed a 50-stage
path consisting of five gates (INV, NAND2, NOR2, AND2, and
AOI21) randomly. A load capacitance of each gate was randomly
attached according to Table 2. Slewin given to a first gate is also
randomly generated with Table 2. One thousand sets of 50-stage
paths were generated. Note that, in this evaluation, gate-delay
computation in Steps 0 and 5 in Fig. 7 was performed by not
HSPICE but conventional 2D look-up tables on the assumption of
a practical implementation.

Fig. 20 shows the error of the path-delay from the input of the
first gate to the output of each stage. The standard deviation of
the error becomes small as the number of stage increases, which
means the error is not accumulated with waveform propagation.
In fact, the error of each single stage is almost the same. In this
evaluation, the error is slightly larger than those shown above,
since the error involved by table interpolation is included.

4.1.3. Accuracy of estimates for 45-nm technology

The accuracy of delay and output slew estimates is verified
using 45-nm technology library in a way similar to Section 4.1.2.
Table 6 shows the results, and the estimation errors are between
2.3% and 6.7%. Summarizing the results for 90- and 45-nm
technologies, the average error of the proposed model in estima-
tion of both delay and output slew is approximately 5% on
average.

4.2. Comparison with conventional methods

This section demonstrates that the proposed model has
advantages over conventional ones in terms of accuracy and its
applicable range of variations.

4.2.1. Comparison with sensitivity-based model

Fig. 21 compares the errors in delay estimation when DVth0 is
varied. The proposed model provides accurate estimates even
though DVth0 varies by 70.35 V. When delay estimates within
10% error are required, the Vdd variation of 70.5 V and DVth0

variation of 70.35 V are acceptable in the proposed model as
listed in Table 7, which reveals that the proposed model is
suitable for DVS and variable Vth design.
4.2.2. Comparison with direct delay modeling

The proposed model is compared with one that treats delay
directly. A direct-delay model is constructed with second-order
polynomials using the response surface method. Similarly,
second-order polynomials are used as the current estimates for
the proposed model. The data-sampling points for both models
were the same in terms of PVT variations. The typical,
minimum ð ¼ m�3sÞ, and maximum ð ¼ mþ3sÞ for each variation
parameter were used for modeling. The input transition time and
output load were fixed here to 100 ps and 100 fF, for simplicity.

Figs. 22 and 23 show the accuracy of estimating delay with
these models. The average error in the direct-delay model is
39.9 ps (14.2%), whereas that of the proposed model is 4.5 ps
(1.6%). As mentioned in Section 3.1, the current modeling is more
reasonable than direct-delay modeling.

4.3. Characterization cost

The proposed model can reduce the characterization cost of
the conventional method. Here, it is assumed that a 2D look-up
table model which takes the output load and input slew as indices
is used for nominal-delay calculation. This comparison adopts a
following policy of computing delay variations using the 2D look-
up table. A delay variation due to PVT variations is calculated
using sensitivities. Sensitivities of process variations are assumed
to be constant, and hence one table is prepared for each process
variation, while those due to VT variations are interpolated with
two tables of sensitivity so as to cover environmental corners.

Table 8 summarizes the characterization costs for delay of one
cell, where Ttable is the time required to generate a 2D look-up
table, TDC is the time required to perform one DC analysis, N is the
number of variation parameters, R is that of reference points for



Fig. 21. Comparison in applicable range of DVth0.

Table 7
Applicable range within delay error of 10%.

Variation parameters Proposed Sensitivity-based

Vdd 70.5 V 70.2 V

DVth0 70.35 V 70.16 V

Fig. 22. Accuracy of delay estimates with direct-delay model.

Fig. 23. Accuracy of delay estimates with proposed model.

Table 8
Delay-characterization cost for one cell.

Model Proposed Conventional

Look-up tables Ttable � 1 Ttable � ð1þNpþ2NeReÞ

Current-estimation model TDC � ðNVnom
in50

R
Np
p RNe

e Þ
–
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each variation parameter, and subscripts p and e, respectively,
mean the parameters for process and environmental variations.
NVnom

in50
means the number of DC analyses for creating Eq. (10). With

the above policy, the number of tables that the conventional
characterization requires is ð1þNpþ2NeReÞ, where ‘1’ denotes the
number of a nominal-delay table and the others represent that of
sensitivity tables. By contrast, the proposed model only needs one
table for a nominal calculation, because it can easily calculate
sensitivities and hence no sensitivity tables are required. As a
result, the number of transient analyses is greatly reduced. The
proposed model requires the current estimation model and the
number of necessary DC analyses is R

Np
p RNe

e , but TDC is significantly
smaller than Ttable. In addition, the number of DC analyses could
be reduced by adopting a smart design of experiments and/or
deriving the orthogonal polynomials, such as those in Ref. [17].

Here is a numerical example. Ttable for a 7�7 look-up table is
0.10 s and TDC is below 0.0003 s with a 3.2-GHz CPU on a Linux
server, not including other overheads, such as reading a file. It is
assumed that NVnom

in50
¼ 10 in order to deal with both of rise- and

fall-delay. Using these values and assuming that Np ¼Ne ¼ 2,
Rp ¼ 3, and Re ¼ 4, the computational time to construct a cell
library is less than 0.532 s for the proposed model and is 1.90 s for
the conventional method. Therefore, the characterization process
becomes approximately 3.6 times faster by using the proposed
model as well as the estimation accuracy improves.
5. Application of proposed model to SSTA

The sensitivity-based model is widely adopted in SSTA. How-
ever, efficient methods of characterizing sensitivities are still
studied. Using the sensitivity-based delay model with SSTA, when
the average of a variation parameter itself varies, the actual
sensitivity could be different with one calculated under the
nominal condition. This causes error in estimating delay. Parti-
cular for SSTA, which copes with VT variations, such as voltage
noise [41], as well as process variations, the inaccuracy of
sensitivity can be a serious problem since the average supply
voltage given to gates differs. For example, the average voltage of
gates near Vdd-pads must be different from that of gates far from
Vdd-pads. The proposed model can be used for on-demand
sensitivity updates without employing any additional transitional
analyses.
5.1. Sensitivity calculation in SSTA

We will first explain why on-demand sensitivity updates are
necessary. Suppose that the average of a variation parameter pi

varies from pi_0 to pi0_0, as shown in Fig. 24. Here, the nominal
sensitivity, ð@d=@piÞ9pi ¼ pi_0

, is inappropriate, and the actual sensi-
tivity, ð@d=@piÞ9pi ¼ pi0_0

, should be used in calculating delay. To
eliminate this sensitivity mismatch, on-demand sensitivity
updates are necessary. However, the conventional characteriza-
tion of sensitivity using a number of transient simulations with
regard to output load, input slew and variation parameters,
suffers from a large increase in the computational time.

Here, the details on sensitivity updates with the proposed
model are explained. For simplicity, it is assumed that varia-
tion parameter is only the channel length, L. Gate-delay d is



Fig. 24. Sensitivity mismatch in the case that nominal value of parameter pi shifts

from pi_0 to pi0_0.

Fig. 25. Three-stage INV used for evaluation.
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expressed by

d¼ d0þkPDNDLPDNþkPUNDLPUNþ
X

i

kriDLri, ð29Þ

where PDN stands for a pull-down network, PUN stands for a pull-
up network, DLPDN=PUN is uniform variation on the PDN/PUN side,
DLri represents an uncorrelated random variation of the i-th
transistor, kPDN=PUN is the sensitivity to DLPDN=PUN , and kri is the
sensitivity to DLri. The last term on the right-hand side in Eq. (29)
is the sum of normal distributions where DLri is normally
distributed. In this case, one can incorporate them into the one
normal distribution, krNð0,1Þ, in Eq. (30), where kr is calculated
in Eq. (31)

d¼ d0þkPDNDLPDNþkPUNDLPUNþkrNð0,12
Þ, ð30Þ

kr ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i

s2ðkriDLriÞ

r
: ð31Þ

Each sensitivity is expressed as a partial differential of d with
regard to each parameter at their nominal value

kPDN ¼
@d

@LPDN

����
DLPUN ¼ 0,8jDLrj ¼ 0

, ð32Þ

kPUN ¼
@d

@LPUN

����
DLPDN ¼ 0,8jDLrj ¼ 0

, ð33Þ

kri ¼
@d

@Lri

����
DLPDN ¼ 0,DLPUN ¼ 0,8jðja iÞDLrj ¼ 0

: ð34Þ

The number of gate-delay calculations required to recalculate the
set of sensitivities in Eq. (30) is mnþ2mþ1, where m is the
number of variation parameters and n is the number of transistors
in the gate. mn corresponds to the number of kri, 2m to kPDN and
kPUN of each p, and one to the nominal condition. When kPDN and
kPUN are approximated as the sum of kri with iAPDN and iAPDN,
the above number could be reduced to mnþ1. Thanks to the
proposed gate-delay model, sensitivities can be updated on-the-
fly without performing transient simulations.

5.2. Experiments

5.2.1. Accuracy enhancement with updated sensitivity

This section tests on-demand sensitivity updates in order to
verify how effective they were. Here, a 90-nm industrial standard
cell library is used for evaluation. As an example, this evaluation
examines the path delay of a three-stage INV in the circuit
diagram of Fig. 25. Two results of estimating the delay with
updating and without updating sensitivity are compared. The
average supply voltages of each inverter, mðVddÞs, are indicated in
the figure, and all the mðVssÞs are equal to 0 V. It is assumed that
3sðVddÞs and 3sðVssÞs were 0.05 V. Moreover, every transistor has
DVth0 as a process variation parameter and 3sðDVth0Þ is also
0.05 V. The wire capacitances between inverters are 10 fF and the
transition time of input given to the first inverter is 100 ps.

Delays of each inverter were computed similarly to that
Eqs. (30) and (31). Additionally, the variations of input slews,
i.e., the term of kSlewin

DSlewin, were took into account, because the
output slew in the previous stage corresponds to the input slew at
the next gates, and hence the variation of input slew should be
considered [7]. The slews of each inverter were computed
similarly to that used in calculating the delay.

Fig. 26 shows the estimated delay distribution. The distribu-
tion with sensitivity updating is almost identical to the actual
results summarized in Table 9. The error in estimating the
standard deviation is reduced from �22.7% to 1.6% thanks to
the on-demand sensitivity updates.

5.2.2. Computation time of updating sensitivity

As mentioned above, the usage of updated sensitivities
improves the accuracy of SSTA. This section shows its additional
calculation cost in SSTA. The same policy described in Section 4.3
is adopted and each table is created with a third-order poly-
nomial. Next, the proposed model is implemented to calculate
sensitivities for a SSTA reported in [41]. The specification of
implemented proposed model is same with that in Section 4.1.1.
A run-time of the SSTA was evaluated using an industrial
embedded processor, MeP (media embedded processor) [42].
The processor was synthesized and layed out by commercial tools
[43,44] using a 90-nm standard cell library. The layout size was
2�2 mm2, and the processor was composed of 83,552 cells and
10 SRAM (static random access memory) macros. A C program of
image processing was implemented and compiled using GCC
(GNU compiler collection) for MeP. In this image processing,
MeP reads 256�256-pixel data from SRAM, executes arithmetic
operation, and stores the result to SRAM. Using the executable
binary, a gate-level simulation was performed and noised-voltage
data for 8920 cycles were obtained. Finally, SSTA was executed by
the same server with that used in Section 4.3.

The computation times of SSTA are shown in Table 10. The
additional cost of updating sensitivity is 5.96 s (9.89%). In this
evaluation, the proposed model recalculated all sensitivities, but
actually some of them are expected to be close to the nominal
sensitivities in regions where voltage drops are small. Moreover,
on-the-fly sensitivity analysis is not always necessary and it could
be replaced with off-line sensitivity analysis. For example, if
sensitivities at a dropped supply voltage were calculated for every
cell beforehand in the process of cell library preparation, we do
not need to calculate them on-the-fly and we can conceal the
computational overhead. Thus, by using the proposed model,
designers can receive the benefits of updating sensitivity with
acceptable additional cost.
6. Conclusion

This paper proposed a gate-delay model coping with wide-
ranging PVT variations. Additional characterization needed for the
proposed model is only output-current modeling using a limited
number of DC analyses. The proposed model translates the



Fig. 26. Comparison of delay distributions (#25,000). Solid line denotes actual

distribution. Dashed and dotted lines are with and without on-the-fly sensitivity

updating.

Table 9
Comparison of statistics.

Statistics Actual

(ps)

With sensitivity updating

[ps (% err.)]

W/o sensitivity updating

[ps (% err.)]

m 168.2 167.7 (�0.32) 167.7 (�0.32)

s 8.7 8.8 (1.60) 6.7 (�22.7)

mþ3s 194.2 194.1 (�0.07) 187.8 (�3.31)

Table 10
Computation time of SSTA.

Proposed (s) Conventional (s) Difference [s (%)]

66.2 60.2 5.96 (9.89)
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output-current variation into output load, and hence the delay
can be calculated with any conventional gate-delay model using
the translated load and reshaped input waveform. The average
errors in estimating the delay and output slew are 5%. The
proposed model can be used for implementing MC-STA and SSTA.
An application of the proposed model to updating sensitivity in
SSTA was also described. It is demonstrated that the error in
estimating the standard deviation could be considerably reduced
using sensitivities that are updated on-the-fly by the proposed
model with acceptable computational overhead.
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