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PAPER

Jitter Amplifier for Oscillator-Based True Random Number
Generator∗

Takehiko AMAKI†,††a), Student Member, Masanori HASHIMOTO† ,††, and Takao ONOYE†,††, Members

SUMMARY We propose a jitter amplifier architecture for an oscillator-
based true random number generator (TRNG). Two types of latency-
controllable (LC) buffer, which are the key components of the proposed
jitter amplifier, are presented. We derive an equation to estimate the gain of
the jitter amplifier, and analyze sufficient conditions for the proposed cir-
cuit to work properly. The proposed jitter amplifier was fabricated with a
65 nm CMOS process. The jitter amplifier with the two-voltage LC buffer
occupied 3,300 μm2 and attained 8.4x gain, and that with the single-voltage
LC buffer achieved 2.2x gain with an 1,700 μm2 area. The jitter amplifica-
tion of the sampling clock increased the entropy of a bit stream and im-
proved the results of the NIST test suite so that all the tests passed whereas
TRNGs with simple correctors failed. The jitter amplifier attained higher
throughput per area than a frequency divider when the required amount of
jitter was more than two times larger than the inherent jitter in our test-chip
implementations.
key words: true random number generator, jitter

1. Introduction

High-quality random number generation is essential for se-
curity. True random numbers are produced from physical
random sources. All bits in bit streams are independent of
the other bits and the probabilities of 1/0 occurrences are
identical. Because true random numbers cannot be predicted
by computational methods, they are very advantageous for
security purposes. For example, they are used as the keys
and initial vectors for the cipher block chaining (CBC) mode
in common key cryptosystems. Challenge-and-response au-
thentication also requires true random numbers for valida-
tion.

On-chip TRNGs have been widely studied [1]–[3] to
avoid the need for special hardware to capture random
sources. Oscillator-based TRNGs [4]–[9], which utilize the
jitter of oscillators as random sources, have been popular
on-chip TRNGs. Oscillator-based TRNG can be easily im-
plemented with CMOS gates or FPGA [8], and it is insensi-
tive to 1/f noise and external deterministic interference [7].
However, the amount of internal noise, i.e., jitter is so small
that it is very difficult to generate highly random bit streams.
Frequency dividers help increase the amount of jitter by ac-
cumulating the jitter of the oscillator, but they significantly

Manuscript received September 7, 2012.
†The authors are with the Department of Information Systems

Engineering, Graduate School of Information Science and Tech-
nology, Osaka University, Suita-shi, 565-0871 Japan.
††The authors are with JST CREST, Kawaguchi-shi, 332-0012

Japan.
∗A preliminary version of this paper was presented in [13].

a) E-mail: amaki.takehiko@ist.osaka-u.ac.jp
DOI: 10.1587/transfun.E96.A.684

degrade throughput [4]. Another approach is to be accompa-
nied by a post-processor that consumes additional area and
dissipates power, while post-processing does not ensure that
random numbers have the sufficient quality.

Note that, jitter in this paper is the random period jitter
of an oscillating signal, originating from internal random
noise such as thermal, shot, and random telegraph noise.
Then, the amount of the jitter can be defined as the stan-
dard deviation of periods. In addition, the jitter is assumed
to be temporally independent in this paper. Let us show an
example of auto correlation function (ACF) of the jitter of
an oscillator. A normalized ACF of an 251-stage ring oscil-
lator with 16-frequency divider fabricated in 65 nm CMOS
process is shown in Fig. 1. The period of 512 cycles were
measured with a real-time oscilloscope, the mean of the pe-
riods was subtracted from each measured period, and then
the normalized ACF was calculated. Figure 1 shows that the
ACF of the jitter was similar to the Dirac delta function, that
means the jitter of the ring oscillator can be assumed to be
temporally independent. This assumption is used to analyze
the behavior of the jitter amplifier in Sect. 2.

This paper proposes a jitter amplifier for an oscillator-
based TRNG. Figure 2 illustrates the structure and the op-
eration of a TRNG employing the jitter amplifier. The fast
oscillating signal (D in Fig. 2) is sampled with a jittery slow
clock whose jitter is amplified with the jitter amplifier (CK
in Fig. 2), which results in a random bit stream. Note that the
timing jitter relative to the fast oscillator output is the source
of the randomness in the TRNG. This timing jitter increases
as the period jitter of the slow oscillator, and hence we focus
on the period jitter of the slow oscillator and discuss how to
amplify it. Though the throughput of the TRNG is unstable
since the frequency of the clock for the sampler is slightly
but randomly fluctuated, a first-in first-out (FIFO) interface

Fig. 1 Normalized auto correlation function of jitter of ring oscillator.
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Fig. 2 Oscillator-based TRNG with jitter amplifier.

can easily stabilize the throughput. We therefore focus on
the randomness of the bitstream from the sampler to clar-
ify the efficiency of the proposed jitter amplifier. To obtain
the theoretical substantiation of jitter amplification, the gain
of the jitter amplification is analytically estimated. Further-
more, sufficient conditions for proper amplification is ana-
lyzed, which helps the jitter amplifier to be integrated with
the TRNGs. Two kinds of test chips were fabricated with a
65nm process to validate the proposed amplifier. The mea-
surements demonstrated that the proposed circuit improved
randomness with a small increase in area without degrading
throughput. To the best of our knowledge, this work is the
first to realize the intentional jitter amplification.

The reminder is organized as follows. Section 2
presents the proposed jitter amplifier and analyzes its be-
havior. Section 3 presents and compares two types of im-
plementations. Section 4 explains the results obtained from
measurements. Section 5 concludes the paper.

2. Behavior of Jitter Amplifier

2.1 Concept Behind Jitter Amplification

Figure 3 shows a block diagram of the jitter amplifier. The
proposed jitter amplifier consists of an LC buffer and a tim-
ing generator. The LC buffer is designed so that each buffer
delay td could be changed by ctrl from td f to tds, where
td f < tds. That is, the buffer operates in fast mode until the
ctrl rise edge arrives, and after that it works in slow mode.
Details on the implementations of the LC buffer and the tim-
ing generator will be given in Sect. 3.

Figure 4 illustrates the concept behind jitter amplifi-
cation, where the jitter of the input oscillating signal in is
amplified. The timings of rise edges of in fluctuate since
the input signal has jitter. To exemplify how the temporally
fluctuated signals are processed in the jitter amplifier, let us
consider an early rising signal ine and a late rising signal
inl, and their outputs oute and outl, respectively. ine rises
at tine and inl rises at tinl (tine < tinl), and oute rises at toute

and outl rises at toutl. The total latencies of the LC buffer
for ine and inl are dbufe = toute − tine and dbufl = toutl − tinl.
Here, ctrl rises while in is propagating through the LC buffer,
namely, the rise timing of ctrl tctrl is tine < tctrl < toute and

Fig. 3 Block diagram of jitter amplifier.

Fig. 4 Timing chart explaining concept behind jitter amplification.

tinl < tctrl < toutl. Note that tctrl is constant for both tine and
tinl since ctrl is generated by the timing generator which is
distinct from the slow oscillator. The time intervals of fast
mode are dfaste = tctrl − tine for ine and dfastl = tctrl − tinl

for inl, where dfaste > dfastl from tine < tinl. Longer time for
fast mode reduces time for slow mode and results in smaller
total latency of LC buffer, and therefore, dbufe < dbufl. This
means that the later rising edge of in causes larger latency
in the LC buffer. In order to validate the jitter amplification,
time differences at in and out are compared as follows:

toutl − toute = (tinl + dbufl) − (tine + dbufe)

= (tinl − tine) + (dbufl − dbufe)

> (tinl − tine). (1)

Therefore, the time difference between the early and the late
rise timings at in, which indicates the input jitter, is inten-
sified at out by the variable latency of the LC buffer. Thus,
the jitter of in is amplified.

2.2 Analysis of Behavior

2.2.1 Preparation

In this section, the behavior of the jitter amplifier is analyzed
and an equation to estimate the gain of the jitter amplifica-
tion is presented. Figure 5 shows a timing chart to explain
the behavior of the jitter amplifier. A timing of the n-th ris-
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Fig. 5 Behavior of jitter amplifier.

ing edge of in is defined as tin(n) = 0 (n ∈ N), and the cor-
responding rise edges of ctrl and out are tcrise(n) and tout(n),
where tin(n) < tcrise(n) < tout(n). Here, a rise edge of ctrl is
generated by the timing generator from a previous edge of
in, and tcrise(n+1) depends on tin(n). The amount of input jitter
given to the jitter amplifier is represented as the standard de-
viation during the time interval of tin(n+2)− tin(n+1) and output
jitter is the standard deviation of tout(n+2) − tout(n+1), and gain
of the jitter amplifier is output jitter divided by input jitter.
tin(n) needs to be considered to derive the output jitter since
tcrise(n+1) depends on tin(n) and tcrise(n+1) affects the rise tim-
ing of out, tout(n+1). Also, timing information before tin(n) is
not needed since tin(n+1) and tcrise(n+1), which are the neces-
sary timings for deriving the output jitter, are both generated
from the same timing tin(n).

The n-th period of in is represented as a stochastic vari-
able Din(n) = tin(n+1) − tin(n). The time interval from the n-
th rising edge of in to the (n + 1)-th rise edge of ctrl is a
stochastic variable Dcrise(n) = tcrise(n+1) − tin(n). Din(n) repre-
sents the period of the slow oscillator and Dcrise(n) represents
the latency of the timing generator. The stochastic process{
Din(n)

}
is assumed to be independent and identically dis-

tributed, and its element Din(n) is assumed to be normally
distributed.

{
Dcrise(n)

}
also assumed to be independent and

identically distributed, and Dcrise(n) is assumed to be nor-
mally distributed. The above assumptions are reasonable be-
cause the delay elements which construct Din(n) and Dcrise(n)

are fluctuated by the internal noises and the noises are tem-
porarily independent. The assumption is also supported by
the measured ACF of the jitter of the ring oscillator in Fig. 1.
The mean of Din(n) is μin and its variance is σ2

in, and the
mean of Dcrise(n) is μcrise and its variance is σ2

crise. That is,
Din(n) ∼ N(μin, σ

2
in) and Dcrise(n) ∼ N(μcrise, σ

2
crise). Din(n1) is

independent of Dcrise(n2) for arbitrary n1 and n2 (n1, n2 ∈ N)
since the slow oscillator is distinct from the timing genera-
tor.

Figure 6 shows the behavior of the LC buffer for n-th
rising edge of in. Here, let us introduce an analogy that a sig-
nal is propagating on a line at a certain speed. The length of
the line, that is the distance between start and end points, is
l and it corresponds to the length of the LC buffer. Note that
the length l is an abstract length rather than a concrete size of
the buffer chain. The latencies for a sufficiently small length

Fig. 6 Fast and slow modes of LC buffer.

Δl are ΔDbf (n) for fast mode and ΔDbs(n) for slow mode. The
stochastic process

{
ΔDbf (n)

}
is assumed to be independent

and identically distributed, and
{
ΔDbs(n)

}
are also assumed

to be independent and identically distributed. ΔDbf (n) and
ΔDbs(n) are assumed to be normally distributed, their means
are μbf and μbs, and their variances are σ2

bf and σ2
bs, namely,

ΔDbf (n) ∼ N(μbf , σ
2
bf ) and ΔDbs(n) ∼ N(μbs, σ

2
bs). This is

because the delay elements which constructs ΔDbf (n) and
ΔDbs(n) are fluctuated by the internal noise, and the noise
is temporarily independent. Then, for example, the latency
of LC buffer in fast mode is calculated as lΔDbf (n)/Δl. Prac-
tically, the amount of jitter is much smaller than the periods,
therefore, σbf and σbs are much smaller than μbf

†. Here,
Din(n1), Dcrise(n2), ΔDbf (n3) and ΔDbs(n4) are independent of
each other for arbitrary n1, n2, n3 and n4 (n1, n2, n3, n4 ∈ N).

2.2.2 Gain Derivation

From now, an analytical expression of gain is derived.
Firstly, the amount of input jitter is σin since tin(n+2) − tin(n+1)

is Din(n+1).
Here, ΔDbf (n) is rewritten as μbf + Dbfr(n), where

Dbfr(n) ∼ N(0, σ2
bf ). Now that σbf is much smaller than μbf ,

it can be considered as
∣∣∣−Dbfr(n)/μbf

∣∣∣ � 1. Though, strictly
speaking,

∣∣∣Dbfr(n)

∣∣∣ is not always smaller than μbf due to the
normal distribution, the probability of

∣∣∣Dbfr(n)

∣∣∣ ≥ μbf is so
small that it can be ignored in actual situations. According
to Taylor expansion, 1/ΔDbf (n) can be approximated as fol-
lows;

1
ΔDbf (n)

=
1
μbf

1

1 + Dbfr(n)

μbf

=
1
μbf

⎧⎪⎪⎨⎪⎪⎩1 − Dbfr(n)

μbf
+

∞∑
k=2

(
−Dbfr(n)

μbf

)k
⎫⎪⎪⎬⎪⎪⎭

≈ 1

μ2
bf

(
μbf − Dbfr(n)

)
. (2)

†If the jitter amount is sufficiently large, the jitter amplification
itself is not required.
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In order to identify the dominant factors, σk
bf /μ

k
bf and

σk
bs/μ

k
bf (k ≥ 2) are approximated as zeros since σbf and

σbs are much smaller than μbf .
Under these conditions, the variance of tout(n+2)−tout(n+1)

is calculated as;

Var[tout(n+2)−tout(n+1)] ≈
{
2(a+1)x2−2(2a+1)x+(2a+1)

}
σ2

in

+ 2σ2
bs

{
l
Δl
− μcrise − μin

μbf

}
, (3)

where a = σ2
ctrl/σ

2
in and x = μbs/μbf (a > 0, x > 0). The

detailed derivation can be found in Appendix A. The first
term of Eq. (3) shows that the input jitter is magnified by the
mechanism explained in Sect. 2.1 This magnification of the
input jitter is independent of the rise timing of ctrl. The sec-
ond means the additional jitter appended during slow mode.

From Eq. (3), the gain of the jitter amplifier is calcu-
lated as follows;

Gain2 ≈
{
2(a + 1)x2 − 2(2a + 1)x + (2a + 1)

}

+ 2
σ2

bs

σ2
in

{
l
Δl
− μcrise − μin

μbf

}
. (4)

Because the second term of Eq. (4) is positive, a sufficient
condition for Gain > 1 is;

2(a + 1)x2 − 2(2a + 1)x + (2a + 1) > 1,

0 < x <
a

a + 1
, 1 < x. (5)

In actual situations, Gain > 1 is attained since μbs is larger
than μbf , i.e., x > 1. In addition, in case of x > 1, Gain
becomes larger monotonically as x increases. On the other
hand, when x is 0 < x < a/(a + 1), the circuit amplifies
the jitter in the inverse way. In this case, μbs is smaller than
μbf , and then the early rising edge at in rises late at out and
the late edge of in rises early at out. Though the analysis
suggests such an implementation, the following discussion
focuses on 1 < x.

2.3 Constraints on LC Buffer and Input Signal

In the discussion so far, it is assumed that tin(n) < tcrise(n) <
tout(n) holds for arbitrary n. In addition, the circuit should
be initialized without hindering the amplifying operation.
Thus, the timings of ctrl should be appropriately adjusted
by the timing generator. However, the precision of the ad-
justment is limited and furthermore the signals have jitter,
which restricts the length of the LC buffer and the frequency
of input signal. The conditions for the proposed circuit to
amplify the jitter properly are explained here.

In Fig. 5, the timing of the n-th falling edge of ctrl is
defined as tcfall(n). The time interval from the n-th in to the
(n + 1)-th fall edge of ctrl, which represents the latency in
the timing generator, is Dcfall(n) = tcfall(n+1) − tin(n). Dcfall(n) is
normally distributed, and its mean is μcfall and its variance
is σ2

cfall, that is, Dcfall(n) ∼ N(μcfall, σ
2
cfall). Here, Dcfall(n1)

is independent of Din(n2), Dcrise(n3), ΔDbf (n4) and ΔDbs(n5) for

arbitrary n1, n2, n3, n4 and n5 (n1, n2, n3, n4, n5 ∈ N).
The sufficient condition for the proper function is

tin(n+1) < tcrise(n+1) < tout(n+1) < tcfall(n+1) < tin(n+2). If this
condition is satisfied, a rise edge of in propagates through
the LC buffer in fast mode firstly, and then propagates in
slow mode until the edge goes through the buffer.

In actual design, μrise and μfall, which are the average
latencies in the timing generator and correspond to μcrise

and μcfall, are discretely controlled rather than continuously.
Therefore, μrise and μfall are expressed as μrise = μrise offset +

sΔμrise and μfall = μfall offset+tΔμfall (s, t ∈ Z, s, t ≥ 0), where
Δμrise and Δμfall represent the adjustment steps of μrise and
μfall. For example, as will be discussed in Sect. 3.1, our im-
plemented timing generator employs counters whose clock
signal is given by internal ring oscillators, and then Δμrise

and Δμfall are equal to the periods of the clocks. Note that,
with Δμrise → 0 and Δμfall → 0, the following discussion
can be applied to an ideal timing generator which can con-
trol μrise and μfall continuously.

Here, let us suppose μrise offset < μin − m
√
σ2

rise+σ
2
in +

(l/Δl)μbf−mσbf
√

(l/Δl) and μfall offset < μin−m
√
σ2

fall+σ
2
in +

(μin − mσin) are satisfied, as will be derived in Appendix B.
These conditions mean that the offsets of the timing genera-
tor, μrise offset and μfall offset, are small enough for the rise and
fall edges of ctrl to be adjusted into the proper range. Under
these conditions, the sufficient conditions are expressed as
the following two equations;

Δμrise+2m
√
σ2

rise+σ
2
in <

l
Δl
μbf − mσbf

√
l
Δl
, (6)

Δμfall+2m
√
σ2

fall+σ
2
in

< (μin−mσin)−
⎛⎜⎜⎜⎜⎜⎝ l
Δl
μbs+mσbs

√
l
Δl

⎞⎟⎟⎟⎟⎟⎠ . (7)

The derivations will be presented in Appendix B. Here, a
coefficient m (m > 0) is introduced to bound the normal
distribution. To be more precise, the upper bound of a nor-
mal distribution N(μ, σ2) is defined as μ+mσ and the lower
bound is μ−mσ. Intuitively, Eq. (6) means that the range of
tcrise(n+1) added by the step of μrise is smaller than the mini-
mum latency of the LC buffer. Eq. (7) means that the range
of tcfall(n+1) added by the step of μfall is smaller than the mini-
mum time interval between the rise edges of out and the next
in. The number of stages of LC buffer is limited because the
length of LC buffer is restricted from the Eqs. (6), (7) and l
is proportional to the number of stages.

Equations (6), (7) represent the constraints for design-
ing the jitter amplifier. For obtaining a proper jitter amplifi-
cation, the timings of ctrl rise and fall edges should be con-
trolled by configuring the timing generator, as will be shown
in Sect. 3.1. The edges of ctrl, however, cannot be adjusted
into the ranges of proper function if Eqs. (6), (7) are not sat-
isfied. Thus, the designer should confirm that the constraints
are satisfied in designing the jitter amplifier.

Also, with rearranging the Eq. (7) for μin, the constraint
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on the period of input signal is derived;

Δμfall+2m
√
σ2

fall+σ
2
in+mσin+

⎛⎜⎜⎜⎜⎜⎝ l
Δl
μbs+mσbs

√
l
Δl

⎞⎟⎟⎟⎟⎟⎠<μin.

(8)

Thus, the input frequency, 1/μin, is limited by Eq. (8).
As an example, the constraints are verified for a jit-

ter amplifier we have implemented, which will be shown in
Fig. 12(a). μin and σin are from measurement results of a
251-stage ring oscillator with a 64-frequency divider, em-
ploying 1.2 V and 0.7 V of supply voltages. Δμrise, Δμfall,
σ2

rise, σ2
fall, lμbf /Δl, lμbs/Δl, lσ2

bf /Δl and lσ2
bs/Δl are calcu-

lated from the measurement results considering that the av-
erage and the variance of the latency are proportional to the
number of stages. m is set to 3. Then, the left and right terms
of Eq. (6) are calculated as 3.7 × 10−9 and 1.5 × 10−8, and
those of Eq. (7) are 3.8×10−9 and 4.1×10−7. Consequently,
our implemented circuit can amplify the jitter properly.

3. Implementation

3.1 Implementation of Timing Generator

The timing generator is responsible for generating ctrl, and
its implementation is illustrated in Fig. 7. When in rises,
the edge detector generates a negative pulse, and the 1-
bit counter selects the path which the reset signal is deliv-
ered (xrst e/xrst o). When a negative pulse is generated,
a ring oscillator is enabled (en e/o) and its corresponding
counter starts to increment after being initialized. Every
time the counter value (cnt e/o) exceeds predefined values
(cstart/cend), a pulse generator produces rise and fall edges.
The timing generator has two (even and odd) paths to gen-
erate ctrl for every in rise edge because the increment of the
counter starts at the rising edge of in and ends after the next
rising edge. The mismatch between the even and odd paths
due to process variation affects the timing of ctrl rising edge,
μcrise. However, the impact on the gain of jitter amplifier is
limited, since μcrise affects only the second term of Eq. (4)
and the second term can be ignored with large x. Debug sig-
nals (dbug) show ctrl when in and out rise. dbug must be

Fig. 7 Block diagram of timing generator we implemented.

2’b10 since ctrl is low at the rising edge of in and high at the
rising edge of out for proper function. If dbug is 2’b11, for
example, it means that ctrl rises before the edge of in, and
therefore the rise timing of ctrl should be delayed by cstart.
Thus, the debug signal can be used for adjusting the rise/fall
timings of ctrl.

Figure 8 shows the behavior of the signals in the tim-
ing generator. When in rises, the 1-bit counter flips parity.
If parity is zero, a negative pulse is generated as xrst e, and
the M-bit counter cnt e is initialized and starts increment.
While cnt e is between cstart and cend-1, the pulse gen-
erator makes a pulse ctrl e. In the same way, when parity
is one, xrst o resets cnt o, and ctrl o is produced. Finally,
ctrl e and ctrl o are ORed and its output becomes ctrl. With
properly selected values of cstart and cend, ctrl rises be-
tween rise edges of in and out, and falls between out and the
next in, namely, Eqs. (6) and (7) are satisfied.

3.2 Implementations of LC Buffers

Various LC buffer implementations are possible that change
the element delay depending on the control signal. We
present two implementations here that use voltage scaling,
i.e., two-voltage and single-voltage implementations. Other
implementations of the LC buffer could, e.g., change the
loading and/or drivability of buffer elements.

Figure 9 shows the two-voltage LC buffer. The VDD
of the buffer (VDBUF) is varied to change the buffer de-
lay from high voltage (VDBUFH) to low (VDBUFL) by us-
ing PMOS switches according to ctrl. The jitter gain varies
depending on what voltages are selected for VDBUFH and
VDBUFL. The sizes of the PMOSs should be determined so
that the switching time while VDBUF is changed from VD-
BUFH to VDBUFL should be sufficiently small comparing
to the latency of the LC buffer.

Figure 10 depicts the single-voltage LC buffer. The
VDD of the buffer (VDBUF) can be gated from global VDD
with PMOS, and can be shorted to the ground by the NMOS
transistors. The decoder generates select signals of the mul-
tiplexers, where the number of HIGH select signals is de-
termined by the external signal scnum. The delay element,
XOR and AND make a short pulse whose width is equal
to the delay of the delay element. Each multiplexer passes
the input pulse signal when its select signal is HIGH. The
ctrl and sc are LOW in fast mode, and VDBUF is close to
VDD. When the operation mode is switched to slow mode
by the rising edge of ctrl, the HIGH signal is first input to
the PMOS, which makes the VDBUF float. Parasitic ca-
pacitances connecting to VDBUF are discharged, VDBUF
is lowered, and consequently, the buffer element delay in-
creases.

Figure 11 shows simulated waveforms of the single-
voltage LC buffer. Parasitic capacitances and resistances
of the wire and the diffusion layers were extracted from
the layout, and the well capacitances were also taken into
account in the simulation. The number of HIGH sc is
three. out buffered is out signal in Fig. 10 after propagating
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Fig. 8 Timing chart of timing generator. Clock signals (clk e/o) are omitted.

Fig. 9 Implementation of two-voltage LC buffer.

Fig. 10 Implementation of single-voltage LC buffer.

through a buffer. It can be seen that VDBUF drops when
pulses are input to sc, and VDBUF recovers after the fall
edge of ctrl. The edges of sc are sharp enough because suf-
ficiently large buffers were inserted after the multiplexers in
Fig. 10. In contrast to the two-voltage LC buffer, after VD-
BUF gets float and dropped, the voltage of the LC buffer
is decreasing gradually as the rise and the fall edges of in
propagate through the buffer. As Eq. (1) suggests, on the
other hand, the single-voltage LC buffer amplifies the jitter
when the delay in the LC buffer increases from fast mode to
slow mode. Since the discussion in Sect. 2.2 assumes that
the average delay in slow mode, μbs, is constant, the gain

Fig. 11 Waveform example of single-voltage LC buffer.

estimation with Eq. (4) is not accurate for the single-voltage
LC buffer. The jitter gain changes depending on the num-
ber of shorted NMOSs, which can be changed by scnum,
and how long the duration of sc is, since they affect voltage
drop at the beginning of slow mode. The pulse width, which
is determined by the delay element in Fig. 10, and the sizes
of the switching transistors should be specified considering
parasitic capacitance of VDBUF since the time interval dur-
ing changing VDBUF should be sufficiently small.

Even though the two-voltage LC buffer requires an ad-
ditional one or two analog pins for VDBUFH and VDBUFL,
they can provide stable VDBUF, which makes the estimate
of gain Eq. (4) reasonably accurate. The single-voltage LC
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buffer, on the other hand, is suitable for low cost implemen-
tation since no additional pins are necessary. The jitter gain,
however, is difficult to accurately estimate due to the gradual
decrease in VDBUF in slow mode. Another issue is the dif-
ficulty of predicting the amount of potential drop because it
is not easy to accurately estimate parasitic capacitance such
as well junction capacitance at the design time.

4. Results from Experiments

4.1 Implementation of Chips

Prototype oscillator-based TRNGs with a two-voltage LC
buffer (chip A) and with a single-voltage LC buffer (chip B)
were fabricated with a 65 nm CMOS process (Fig. 12). A
31-stage ring oscillator and a 251-stage ring oscillator with
a 64-frequency divider were implemented as fast and slow
oscillators in chip A. A 7-stage ring oscillator and a 251-
stage ring oscillator with a four-frequency divider were the
fast and slow oscillators of chip B. The number of frequency
division for the slow oscillator in chip B was set to four so
that the oscillating frequency became lower than 50 MHz
taking into account some safety margin, since the signal
with more than 100 MHz cannot be delivered to the out-
side of the chip due to bonding wire inductance. On the
other hand, the slow oscillator in chip A was accompanied
with 64-frequency divider, since the internal ring oscillators
in the timing generator is slower than that of chip B and
then lower frequency was required to achieve jitter amplifi-
cation†. Basically, higher frequency of fast oscillator is de-
sirable for randomness [5], and then 7-stage ring oscillator
was selected for chip B. On the other hand, the slow oscilla-
tor of chip A was slower as mentioned above and then it had
larger intrinsic jitter. To clearly demonstrate the contribu-
tion of the jitter amplification to randomness improvement,
a slower fast oscillator was selected in chip A. Note that the
slower slow oscillator means lower throughput, and hence
it is not desirable. For attaining higher throughput, a faster
slow oscillator with insufficient jitter should be adopted and
in this case jitter amplification becomes necessary to achieve
sufficient randomness.

The duty cycles of the fast oscillators, which deter-
mined the probabilities of 1/0 occurrences, could be finely

Fig. 12 Chip photos. (a) Chip A employing two-voltage LC buffer. (b)
Chip B using single-voltage LC buffer.

adjusted by using body biasing technique [10]. The VDD
for the fast oscillators was supplied through a dedicated ex-
ternal pin. A 1,000-stage inverter chain and a 800-stage in-
verter chain were employed for the LC buffers of chip A
and chip B, respectively. The number of stages of LC buffer
was determined to satisfy the constraints in Eqs. (6) and (7).
Since the slow oscillator of chip B is faster than chip A, the
buffer in chip B was set smaller. The areas of the jitter am-
plifiers were 3,300 μm2 for chip A and 1,700 μm2 for chip
B. This area difference mainly comes from the implemen-
tations of the fast oscillator. In chip A, P-wells of every
gate were separated to supply distinct body voltages. On the
other hand, the gates share the identical body voltage in chip
B, and therefore, the area was smaller than chip A.

In the following, we first evaluate the jitter gain of two
implementations of the jitter amplifier with two-voltage and
single-voltage LC buffers. On the other hand, now that the
implementations of the timing generators and the oscillators
as well as the LC buffers are different between the Chip A
and the Chip B, the impact of the jitter amplification on the
improvement in randomness cannot be directly compared.
Therefore, the randomness after the jitter amplifiers will be
discussed separately for each chip.

4.2 Jitter Gain

The gains of the jitter amplifiers were measured using a
real-time oscilloscope. Figure 13 plots the measured jit-
ter gains for the two-voltage LC buffer under different tem-
peratures. The gains estimated with Eq. (4) have also been

Fig. 13 Jitter gain for two-voltage LC buffer. Temperatures are (a) 0◦C,
(b) 25◦C, (c) 60◦C and (d)90◦C.

†The timing generator of Chip B is the revised version of
Chip A, and therefore its internal oscillator was designed faster
in order to decrease Δμrise and Δμfall.
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Fig. 14 Measured jitter gain for single-voltage LC buffer.

shown. Here, assuming that the variance of the delay is pro-
portional to the number of gates, a is calculated as the num-
ber of gates through which the rising edge of in propagates
until the rise edge of ctrl divided by that during a cycle of
the slow oscillator. The internal ring oscillator was 83-stage
ring oscillator, cstart was 195, and the slow oscillator was
251-stage ring oscillator with 64-frequency divider. Then,
a was {83 × 2 × (195 + 1)}/(251 × 2 × 64) = 1.01. x was
computed from simulation results of 251-stage ring oscil-
lator at various VDDs. For example, because the periods
of the ring oscillator were 8.2 ns with 1.2 V of VDD and
62.8 ns with 0.6 V, then x at 1.2 V of VDBUFH and 0.6 V of
VDBUFL was 62.8/8.2 = 7.7. The second term of Eq. (4) is
ignored because it gets sufficiently small comparing to the
first term as x increases. The X-axis is the difference in volt-
age defined as VDBUFH - VDBUFL, where VDBUFH is
fixed to 1.2 V. We can see that a larger difference in voltage
achieves higher gain. This is consistent with Eq. (4), since
the larger voltage difference increases x. Also, decreasing
temperature increases jitter gain because the sensitivity of
the buffer delay to supply voltage becomes larger and x in-
creases at lower temperatures. It attains 8.4 times gain at
25◦C. The estimated gain agrees well with the measure-
ments.

Figure 14 shows the measured gain for the single-
voltage LC buffer, where the number of shorted NMOSs is
varied. The estimation is not shown since, as referred in
Sect. 3.2, it is difficult to calculate the gain of the single-
voltage LC buffer. Larger numbers of shorted NMOSs yield
higher gain of jitter amplification. The gain increases as
temperature decreases, which is consistent with the results
in Fig. 13. It should be noted that randomness monotonously
improves as the jitter of the slow clock increases, and hence
the magnitude of jitter amplifier gain is important yet its sta-
bility is not required.

4.3 Approximate Entropy

Approximate entropies were calculated for the output bit
streams of 16 Mbits measured by a logic analyzer at 25◦C,
following the NIST SP800-22 [11]. Figure 15 shows the
approximate entropies when (a) the difference in voltage in
the two-voltage LC buffer and (b) the number of shorted
NMOSs in the single-voltage LC buffer were changed. The
pass marks for the NIST tests (= 0.69099) have also been
plotted, where the entropy of an ideal RNG is loge 2 =

Fig. 15 Approximate entropies. Pass marks (=0.69099) have also been
given. Temperature was 25◦C. (a) Two-voltage LC buffer. (b) Single-
voltage LC buffer.

Table 1 Setup for NIST randomness tests. The other necessary parame-
ters are automatically decided by the testing program provided by NIST.

Name Value

Block length for BlockFrequency 20000
Block length for NonOverlappingTemplate 9
Block length for OverlappingTemplate 9
Block length for ApproximateEntropy 10
Block length for Serial 16
Sequence length for LinearComplexity 500
Significance level 0.01
Test data for Runs 20 Kbits × 5000 seqs.
Test data for the other tests 1 Mbits × 100 seqs.

0.693. Fast oscillators for (a) and (b) are the 31-stage ring
oscillator whose VDD is 0.9 V and the 7-stage ring oscillator
whose VDD is 1.2 V, respectively, and their duty cycles are
adjusted within 50 ± 0.8%. Figure 15 clearly demonstrates
that the proposed jitter amplifiers improve randomness and
enable sufficient entropies. The approximate entropy of
Fig. 15(a) without jitter amplification (leftmost point) is rel-
atively high compared to Fig. 15(b) and is improved less sig-
nificantly than (b), because the slow oscillator of (a) had
lower frequency and its intrinsic jitter was larger.

4.4 Comparison with Post-Processors Using NIST Test

We will discuss the advantages of the proposed jitter ampli-
fier here by comparing it with simple post-processors, i.e., a
XOR corrector [12] and a von Neumann corrector [9].

After a sufficient number of bits were generated from
the TRNG without any correctors or jitter amplifiers,
100 Mbits of streams were obtained with the XOR corrector
and von Neumann corrector. The same amount of random
bit stream was also generated by the TRNG with jitter am-
plification with the two-voltage LC buffer. Then, their qual-
ities were evaluated with the NIST test suite. The 31-stage
ring oscillator at 0.9 V was the fast oscillator for the TRNG,
and its duty cycle was adjusted within 50±0.1%. Depth of
the XOR corrector is one. We applied 1.2 V of VDBUFH
and 0.7 V of VDBUFL for the LC buffer, and then, the volt-
age difference was 0.5 V. Temperature was 25◦C. Table 1
lists the test parameters we employed, and the parameters
satisfy recommendations given in NIST SP800-22. The test
gives p-values and pass proportions for each test. If the
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Table 2 NIST randomness test results. P-value/pass proportion have been listed in each cell. Bold
fonts indicate passed tests.

Test name Plain XOR corrector Von Neumann corrector Jitter amplifier

Frequency 0.6993 / 0.99 0.0000 / 0.00 0.0270 / 0.99 0.1296 / 0.97
BlockFrequency 0.0095 / 1.00 0.0000 / 0.00 0.8832 / 0.98 0.2133 / 0.99
CumulativeSums 0.4944 / 0.98 0.0000 / 0.00 0.2248 / 0.99 0.0032 / 0.97
Runs 0.0000 / 0.26 0.0000 / 0.02 0.0000 / 0.94 0.1376 / 0.99
LongestRun 0.0000 / 0.01 0.0000 / 0.00 0.0000 / 0.91 0.9558 / 1.00
Rank 0.0156 / 1.00 0.3838 / 1.00 0.1917 / 1.00 0.6163 / 1.00
FFT 0.8165 / 1.00 0.0000 / 0.79 0.7981 / 1.00 0.3669 / 0.99
NonOverlappingTemplate 0.0000 / 0.00 0.0000 / 0.00 0.0000 / 0.15 0.0072 / 1.00
OverlappingTemplate 0.0000 / 0.00 0.0000 / 0.00 0.0000 / 0.28 0.1626 / 1.00
Universal 0.0000 / 0.00 0.0000 / 0.00 0.0028 / 0.98 0.3041 / 0.99
ApproximateEntropy 0.0000 / 0.00 0.0000 / 0.00 0.0000 / 0.31 0.8514 / 0.98
RandomExcursions 0.0267 / 1.00 - / - 0.0805 / 0.98 0.0554 / 1.00
RandomExcursionsVariant 0.0190 / 1.00 - / - 0.0127 / 0.98 0.0909 / 0.98
Serial 0.0000 / 0.00 0.0000 / 0.00 0.0000 / 0.94 0.3669 / 0.97
LinearComplexity 0.4559 / 1.00 0.3838 / 1.00 0.3191 / 0.97 0.7981 / 0.99

p-values are 0.0001 or more and the pass proportions are
within (1 − α) ± 3

√
α(1 − α)/nseq, then it passes the test.

Here, α is the significance level and nseq is the number of
sequences. From Table 1, the pass range of the pass propor-
tion for runs test is between 0.986 and 0.990, and the pass
range for the other tests is between 0.961 and 1.000.

Table 2 summarizes the NIST test results. With neither
a corrector nor a jitter amplifier (plain), seven tests failed,
which clarified the low randomness for the outputs. The
XOR corrector degraded the results for the NIST tests be-
cause XOR operation for a poorly random bit stream un-
balanced its occurrences of 1/0, and what is worse, the cor-
rector reduced throughput by half. Though the results can
be improved with employing the depth of two or more, it
unacceptably decreases throughput. Even though the von
Neumann corrector increased the number of passed tests,
six tests still failed. Additionally, the throughput after the
corrector was 0.26 times smaller than that of “plain” in
this case, where the reduction in throughput depended on
the original bit stream. The jitter amplifier significantly
improved the randomness of TRNG output to pass all the
tests. Note that the deteriorations in p-values found in the
frequency and FFT tests could be ignored since they were
within the pass range. In this experimental setup, the volt-
age difference higher than or equal to 0.5 V was neces-
sary to pass all NIST tests, and below 0.5 V some NIST
tests failed. Because the LC buffer kept the sampling fre-
quency of TRNG unchanged, the same throughput as that
for “plain” could be achieved. Thus, the jitter amplifier en-
abled the target TRNG to generate a sufficiently random bit
stream without degrading throughput.

4.5 Comparison with Frequency Divider

Dividing the slow oscillator output with a frequency divider,
which often consists of serially-connected two-frequency
dividers, is a simple solution to obtain large jitter. The
two-frequency divider means the simplest asynchronous fre-
quency divider which consists of an inverter and a DFF. 2n-
frequency divider is easily constructed by connecting n two-

frequency dividers in series. For example, 16-frequency di-
vider consists of a series of four two-frequency dividers.
Though there are many frequency dividers whose factors
of divisions are not 2n, their areas depend on the imple-
mentations. Thus, we considered only 2n-frequency di-
viders which consist of n two-frequency dividers in this
discussion. Here, the p-th period of the slow oscillator is
tslow(p) ∼ N(μslow, σ

2
slow), where μslow is the average of the

slow periods and σ2
slow is the variance. tslow(p) is independent

of tslow(p+k), for k ∈ Z. When the slow oscillator is divided by
md, the variance is accumulated during md cycles of the slow
oscillator. And then, the average period of the divided signal
is mdμslow and the variance is mdσ

2
slow. Since the jitter is de-

fined as a standard deviation of the periods, the jitter of the
slow oscillator is σslow and that after a md-frequency divider
is
√

mdσslow, and thus the amount of the jitter is multiplied
by
√

md with a md-frequency divider, whereas the frequency
becomes 1/md times smaller.

The jitter amplifier and the frequency divider are com-
pared here using throughput per area of TRNG as a met-
ric. Let us improve the jitter of a slow oscillator whose area
is Aosc, frequency is Fosc, and jitter is σosc. When the re-
quired jitter is σreq, the required magnification of jitter is
Mreq = σreq/σosc. To attain Mreq with two-frequency di-
viders whose area is Adiv, 
log2 M2

req� dividers are neces-
sary. The required area is Aosc + Adiv
log2 M2

req� and the

throughput is Fosc/2
log2 M2
req�. On the other hand, when a jit-

ter amplifier is used whose area is Aja and achievable jitter
gain is G ja, 
Mreq/G ja� amplifiers are necessary. The area is
Aosc + Aja
Mreq/G ja� and the throughput is Fosc. Here, the
throughput per area of the jitter amplifier is divided by that
of the frequency divider, and this value indicates whether the
jitter amplifier is superior or not. The condition under which
the throughput per area of the jitter amplifier is superior to
that of the frequency divider is:

1 <
Fosc

Aosc + Aja
Mreq

G ja
�

/
Fosc/2
log2 M2

req�

Aosc + Adiv
log2 M2
req�
. (9)

This means the jitter amplifier is superior in throughput per
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Fig. 16 Normalized throughput per area vs. required magnification.

area, when the right hand term of Eq. (9), called as the nor-
malized throughput per area, is more than one.

Figure 16 has the normalized throughput per area as
the required magnification Mreq changes. The normalized
throughput per area was calculated from the right term in
Eq. (9) using the parameters value below. For chip A,
Aosc = 495.0 μm2, Aja = 3300.0 μm2, Adiv = 8.0 μm2, and
G ja = 8.4. As for chip B, Aosc = 478.0 μm2, Aja = 1663.0
μm2, Adiv = 8.0 μm2, and G ja = 2.2. The areas for the
slow oscillator, two-frequency divider, and jitter amplifier
are based on the layouts of chips A and B. The gain of
the jitter amplifier was set to the largest value observed in
the measurement. Figure 16 indicates an oscillator-based
TRNG should employ a jitter amplifier when required jit-
ter magnification is larger than 2.0. With this jitter mag-
nification, chip A with the proposed jitter amplifier passed
all NIST tests as shown in Sect. 4.4. On the other hand,
TRNGs with the same magnification by frequency divider
and chip B are assumed to pass NIST tests while NIST tests
were not carried out for them. Large jitter magnification
is required when designing a good TRNG that generates
highly random numbers at high throughput yet occupies a
small area. The jitter amplifier is more suitable than the fre-
quency divider for such purposes.

5. Conclusion

A jitter amplifier for an oscillator-based TRNG has been
developed with a 65 nm CMOS process. The results from
measurements demonstrated that it efficiently amplified the
jitter of the sampling signal and enabled a TRNG with high
throughput yet a small area with sufficient random bit stream
quality. In addition, we tested and confirmed that the jitter
amplifier was better than simple correctors and a frequency
divider in most cases.
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Appendix A: Calculation of Output Jitter

In Sect. 2.2, the gain of the proposed jitter amplifier is dis-
cussed. We will here detail the calculation of the amount of
the output jitter. Note that the definition of the notations are
found in Sect. 2.2.

In order to obtain the output jitter, tout(n+2) − tout(n+1) is
calculated;

tout(n+1) = tcrise(n+1) +

(
l − tcrise(n+1) − tin(n+1)

ΔDbf (n)
Δl

)
ΔDbs(n)

Δl

= Dcrise(n) +

(
l − Dcrise(n) − Din(n)

ΔDbf (n)
Δl

)
ΔDbs(n)

Δl
,

(A· 1)
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tout(n+2) = tcrise(n+2) +

(
l − tcrise(n+2) − tin(n+2)

ΔDbf (n+1)
Δl

)
ΔDbs(n+1)

Δl
= Din(n)+Dcrise(n+1)

+

(
l−Dcrise(n+1)−Din(n+1)

ΔDbf (n+1)
Δl

)
ΔDbs(n+1)

Δl
, (A· 2)

tout(n+2) − tout(n+1) = (Din(n) − Dcrise(n) + Dcrise(n+1))

− (Din(n) − Dcrise(n))
ΔDbs(n)

ΔDbf (n)

+ (Din(n+1) − Dcrise(n+1))
ΔDbs(n+1)

ΔDbf (n+1)

− l
Δl

(ΔDbs(n) − ΔDbs(n+1)). (A· 3)

From Eq. (2), 1/ΔDbf (n) is approximated as follows;

1
ΔDbf (n)

≈ 1

μ2
bf

(
μbf − Dbfr(n)

)

=
ΔD′bf (n)

μ2
bf

, (A· 4)

where ΔD′bf (n) = μbf − Dbfr(n) follows normal distribution

whose mean and variance are μbf and σ2
bf . Here, ΔD′bf (n1)

is independent of Din(n2), Dcrise(n3), ΔDbf (n4) and ΔDbs(n5) for
arbitrary n1, n2, n3, n4 and n5 (n1, n2, n3, n4, n5 ∈ N). From
Eq. (A· 4), Eq. (A· 3) is approximated as;

tout(n+2)−tout(n+1) ≈ (
Din(n)−Dcrise(n)+Dcrise(n+1)

)

−ΔDbs(n)

⎧⎪⎪⎨⎪⎪⎩
1

μ2
bf

(Din(n)−Dcrise(n))ΔD′bf (n)+
l
Δl

⎫⎪⎪⎬⎪⎪⎭
+ΔDbs(n+1)

⎧⎪⎪⎨⎪⎪⎩
1

μ2
bf

(Din(n+1)−Dcrise(n+1))ΔD′bf (n+1)+
l
Δl

⎫⎪⎪⎬⎪⎪⎭ ,
(A· 5)

where the first, second and third terms are called hereafter
as (A), (B), and (C).

(A) and (B+C) are not independent of each other since
they share the same random variables. Therefore, Var[A +
B +C] = Var[A] +Var[B+C] + 2Cov[A, B +C]. The mean
and the variance of (A) are;

E[A] = μin − μcrise + μcrise = μin, (A· 6)

Var[A] = σ2
in + σ

2
crise + σ

2
crise = σ

2
in + 2σ2

crise. (A· 7)

The mean of (B +C) is;

E[B + C] = −μbs

⎧⎪⎪⎨⎪⎪⎩
1

μ2
bf

(μin − μcrise)μbf +
l
Δl

⎫⎪⎪⎬⎪⎪⎭
+ μbs

⎧⎪⎪⎨⎪⎪⎩
1

μ2
bf

(μin − μcrise)μbf +
l
Δl

⎫⎪⎪⎬⎪⎪⎭
= 0. (A· 8)

(B) is independent of (C) since they do not share the same
random variables, and therefore, Var[B + C] = Var[B] +
Var[C]. From Var[XY] = Var[X]Var[Y] + E[X]2Var[Y] +

E[Y]2Var[X] where X and Y are independent of each other,
the variance of (B) is calculated as follows;

Var[B]=Var

⎡⎢⎢⎢⎢⎢⎣ΔDbs(n)

⎧⎪⎪⎨⎪⎪⎩
1

μ2
bf

(Din(n)−Dcrise(n))ΔD′bf (n)+
l
Δl

⎫⎪⎪⎬⎪⎪⎭
⎤⎥⎥⎥⎥⎥⎦

= Var[ΔDbs(n)]Var

⎡⎢⎢⎢⎢⎢⎣ 1

μ2
bf

(Din(n)−Dcrise(n))ΔD′bf (n)+
l
Δl

⎤⎥⎥⎥⎥⎥⎦
+E[ΔDbs(n)]

2Var

⎡⎢⎢⎢⎢⎢⎣ 1

μ2
bf

(Din(n)−Dcrise(n))ΔD′bf (n)+
l
Δl

⎤⎥⎥⎥⎥⎥⎦

+E

⎡⎢⎢⎢⎢⎢⎣ 1

μ2
bf

(Din(n)−Dcrise(n))ΔD′bf (n)+
l
Δl

⎤⎥⎥⎥⎥⎥⎦
2

Var[ΔDbs(n)].

(A· 9)

Here,

E

⎡⎢⎢⎢⎢⎢⎣ 1

μ2
bf

(Din(n)−Dcrise(n))ΔD′bf (n)+
l
Δl

⎤⎥⎥⎥⎥⎥⎦ = μin−μcrise

μbf
+

l
Δl
,

(A· 10)

Var

⎡⎢⎢⎢⎢⎢⎣ 1

μ2
bf

(Din(n)−Dcrise(n))ΔD′bf (n)+
l
Δl

⎤⎥⎥⎥⎥⎥⎦
=

1

μ4
bf

Var[(Din(n)−Dcrise(n))ΔD′bf (n)]

=
1

μ4
bf

{
(σ2

in+σ
2
crise)σ2

bf +(μin−μcrise)2σ2
bf +μ

2
bf (σ

2
in+σ

2
crise)

}
.

(A· 11)

From Eqs. (A· 10), (A· 11), Eq. (A· 9) is calculated as;

Var[B] =
μ2

bs+σ
2
bs

μ4
bf

{
(σ2

in+σ
2
crise)σ

2
bf +(μin−μcrise)

2σ2
bf

}

+
(μ2

bs+σ
2
bs)(σ

2
in+σ

2
crise)

μ2
bf

+ σ2
bs

{
μin−μcrise

μbf
+

l
Δl

}
.

(A· 12)

Var[C] is also calculated in the same manner;

Var[C] =
μ2

bs+σ
2
bs

μ4
bf

{
(σ2

in+σ
2
crise)σ

2
bf +(μin−μcrise)

2σ2
bf

}

+
(μ2

bs+σ
2
bs)(σ

2
in+σ

2
crise)

μ2
bf

+σ2
bs

(
μin−μcrise

μbf
+

l
Δl

)
.

(A· 13)

Therefore, Var[B + C] becomes;

Var[B+C]=
2(μ2

bs+σ
2
bs)

μ4
bf

{
(σ2

in+σ
2
crise)σ

2
bf +(μin−μcrise)

2σ2
bf

}

+
2(μ2

bs+σ
2
bs)(σ

2
in+σ

2
crise)

μ2
bf

+2σ2
bs

{
μin−μcrise

μbf
+

l
Δl

}
.

(A· 14)

In order to obtain the variance of (A)+(B+C), the covariance
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of (A) and (B +C) is calculated.

Cov[A, B +C] = E[A(B + C)] − E[A]E[B + C].

= E[A(B + C)] (A· 15)

(A) + (B + C) is calculated as follows;

A(B +C) = −
ΔDbs(n)ΔD′bf (n)

μ2
bf

(Din(n)−Dcrise(n))
2

−
ΔDbs(n)ΔD′bf (n)

μ2
bf

(Din(n)−Dcrise(n))Dcrise(n+1)

+
ΔDbs(n+1)ΔD′bf (n+1)

μ2
bf

Din(n+1)(Din(n)−Dcrise(n)+Dcrise(n+1))

−
ΔDbs(n+1)ΔD′bf (n+1)

μ2
bf

Dcrise(n+1)(Din(n)−Dcrise(n))

−
ΔDbs(n+1)ΔD′bf (n+1)

μ2
bf

D2
crise(n+1)

− l
Δl
ΔDbs(n)(Din(n)−Dcrise(n)+Dcrise(n+1))

+
l
Δl
ΔDbs(n+1)(Din(n)−Dcrise(n)+Dcrise(n+1)). (A· 16)

Here, because (Din(n) − Dcrise(n)) and Dcrise(n+1) are normally
distributed, they can be changed into standard normal distri-
bution by standardization. Also, the square of the standard
normal random variable has chi-squared distribution whose
degrees of freedom is one. Therefore, the means of (Din(n) −
Dcrise(n))2 and D2

crise(n+1) can be obtained from the means of
chi-squared distribution. Because of (Din(n) − Dcrise(n)) ∼
N(μin − μcrise, σ

2
in + σ

2
crise) and Dcrise(n+1) ∼ N(μcrise, σ

2
crise),

the means of their squares are;

E[(Din(n)−Dcrise(n))
2]=σ2

in+σ
2
crise+(μin−μcrise)

2, (A· 17)

E[D2
crise(n+1)] = σ

2
crise + μ

2
crise. (A· 18)

Then, Cov[A, B + C] is calculated;

Cov[A, B +C] = −μbs

μbf
(σ2

in + 2σ2
crise). (A· 19)

From Eqs. (A· 7), (A· 14), (A· 19), Var[A + B + C], is calcu-
lated as;

Var[A + B + C] =

(
1 − 2

μbs

μbf

)
(σ2

in + 2σ2
crise)

+
2(μ2

bs + σ
2
bs)

μ4
bf

(σ2
in + σ

2
crise)σ2

bf

+
2(μ2

bs + σ
2
bs)

μ4
bf

(μin − μcrise)2σ2
bf

+
2(μ2

bs + σ
2
bs)

μ4
bf

μ2
bf (σ

2
in + σ

2
crise)

+ 2σ2
bs

(
μin−μcrise

μbf
+

l
Δl

)
. (A· 20)

σk
bf /μ

k
bf and σk

bs/μ
k
bf (k ≥ 2) are approximated as zeros since

σbf and σbs are much smaller than μbf . With a = σ2
crise/σ

2
in

and x = μbs/μbf , the output jitter Var[A + B +C] is approxi-
mated;

Var[A+B+C] ≈
{
2(a+1)x2−2(2a+1)x+(2a+1)

}
σ2

in

+ 2σ2
bs

(
l
Δl
− μcrise−μin

μbf

)
. (A· 21)

Appendix B: Derivation of Constraints

In Sect. 2.3, the constraints on LC buffer is discussed. Here,
we will present the process when Eqs. (6), (7) are derived.

The sufficient condition for the jitter amplifier to work
properly can be expressed as two conditions;

tin(n+1) < tcrise(n+1) < tout(n+1), (A· 22)

tout(n+1) < tcfall(n+1) < tin(n+2). (A· 23)

The constraint on tcrise(n+1), Eq. (A· 22), is rewritten as
follows;

0 < tcrise(n+1) − tin(n+1) < tout(n+1) − tin(n+1). (A· 24)

The right side of Eq. (A· 24) is the delay in the LC buffer,
and then it is not less than the latency in the LC buffer in
fast mode. Then, the sufficient condition of tcrise(n+1) is;

0 < tcrise(n+1) − tin(n+1) <
l
Δl
ΔDbf (n+1),

0 < Drise(n) − Din(n) <
l
Δl
ΔDbf (n+1). (A· 25)

With introducing the coefficient m, Eq. (A· 25) is expressed
as the following two conditions;

0 < (μrise − μin) − m
√
σ2

rise + σ
2
in, (A· 26)

(μrise−μin)+m
√
σ2

rise+σ
2
in<

l
Δl
μbf −mσbf

√
l
Δl
. (A· 27)

They can be rewritten as conditions of μrise.

μin + m
√
σ2

rise + σ
2
in < μrise, (A· 28)

μrise<μin−m
√
σ2

rise+σ
2
in+

l
Δl
μbf −mσbf

√
l
Δl
. (A· 29)

Here, μrise is expressed as μrise = μrise offset + sΔμrise(s ∈
Z, s ≥ 0). Also, μrise offset assumed to be less than the right
side of Eq. (A· 29). Then, the sufficient condition is;

Δμrise < μin−m
√
σ2

rise+σ
2
in+

l
Δl
μbf −mσbf

√
l
Δl

−
(
μin+m

√
σ2

rise+σ
2
in

)
,

Δμrise + 2m
√
σ2

rise+σ
2
in<

l
Δl
μbf −mσbf

√
l
Δl
. (A· 30)

Next, the condition of tcfall(n+1), Eq. (A· 23), is;
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tout(n+1)−tin(n+1)< tcfall(n+1)−tin(n+1)< tin(n+2)−tin(n+1). (A· 31)

The left side of Eq. (A· 31) is the delay in the LC buffer, and
then it is not more than the latency in the LC buffer in slow
mode. Then, the sufficient condition of tcfall(n+1) is;

l
Δl
ΔDbs(n)< tcfall(n+1)−tin(n+1)< tin(n+2)−tin(n+1),

l
Δl
ΔDbs(n)<Df all(n)−Din(n)<Din(n+1). (A· 32)

Equation (A· 31) is expressed as the two equations with the
coefficient m;

l
Δl
μbs+mσbs

√
l
Δl
< (μfall−μin)−m

√
σ2

fall+σ
2
in, (A· 33)

(μfall−μin)+m
√
σ2

fall+σ
2
in<μin−mσin. (A· 34)

They can be rewritten as conditions of μfall.

l
Δl
μbs+mσbs

√
l
Δl
+μin+m

√
σ2

fall+σ
2
in<μfall, (A· 35)

μfall<μin−m
√
σ2

fall+σ
2
in+(μin−mσin) . (A· 36)

Here, μfall is expressed as μfall = μfall offset+ tΔμfall (t ∈ Z, t ≥
0). In addition, μfall offset is assumed to be less than the right
side of Eq. (A· 36). Then, the sufficient condition is;

Δμfall < μin−m
√
σ2

fall+σ
2
in+(μin−mσin)

−
⎛⎜⎜⎜⎜⎜⎝ l
Δl
μbs+mσbs

√
l
Δl

⎞⎟⎟⎟⎟⎟⎠−μin−m
√
σ2

fall+σ
2
in,

Δμfall + 2m
√
σ2

fall+σ
2
in< (μin−mσin)−

⎛⎜⎜⎜⎜⎜⎝ l
Δl
μbs+mσbs

√
l
Δl

⎞⎟⎟⎟⎟⎟⎠ .
(A· 37)

Takehiko Amaki received the B.E. and
M.E. degrees from Osaka University, Osaka,
Japan, in 2008 and 2010, respectively, where he
is currently working toward the Ph.D. degree in
the Department of Information Systems Engi-
neering. His research interest includes hardware
random number generator.

Masanori Hashimoto received the B.E.,
M.E. and Ph.D. degrees in Communications and
Computer Engineering from Kyoto University,
Kyoto, Japan, in 1997, 1999, and 2001, respec-
tively. Since 2004, he has been an Associate
Professor in Department of Information Sys-
tems Engineering, Graduate School of Informa-
tion Science and Technology, Osaka University.
His research interest includes computer-aided-
design for digital integrated circuits, and high-
speed circuit design. Dr. Hashimoto served on

the technical program committees for international conferences including
DAC, ICCAD, ASP-DAC, DATE, ISPD, ICCD and ISQED. He is a mem-
ber of IEEE and IPSJ.

Takao Onoye received the B.E. and M.E.
degrees in Electronic Engineering, and Dr.Eng.
degree in Information Systems Engineering all
from Osaka University, Japan, in 1991, 1993,
and 1997, respectively. He is currently a profes-
sor in the Department of Information Systems
Engineering, Osaka University. His research in-
terests include media-centric low-power archi-
tecture and its SoC implementation. He is a
member of IEEE, IPSJ, and ITE-J.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /FlateEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


