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Abstract— Post-silicon tuning is attracting a lot of attention for
coping with increasing process variation. However, its tuning cost
via testing is still a crucial problem. In this paper, we propose
tuning-friendly body bias clustering with multiple bias voltages.
The proposed method provides a small set of compensation levels
so that the speed and leakage current vary monotonically accord-
ing to the level. Thanks to this monotonic leveling and limitation
of the number of levels, the test-cost of post-silicon tuning is sig-
nificantly reduced. During the body bias clustering, the proposed
method explicitly estimates and minimizes the average leakage
after the post-silicon tuning. Experimental results demonstrate
that the proposed method reduces the average leakage by 25.3 to
51.9% compared to non clustering case. We reveal that two bias
voltages are sufficient when only a small number of compensation
levels are allowed for test-cost reduction. We also give an impli-
cation on how to synthesize a circuit to which post-silicon tuning
will be applied.

I. INTRODUCTION

With the advance of semiconductor technology, chip manu-
facturing variability has become a crucial problem, and design
for variability has been studied. However, robustness improve-
ment only in design time inherently has its limit. To overcome
the problem, post-silicon tuning is now drawing a lot of atten-
tion, and has been studied.
Body biasing and supply voltage scaling can make circuits

faster, yet they increase leakage and dynamic power consump-
tion. Traditionally, chip-level and block-level tuning have been
studied [1][2][3] and adopted in some commercial chips. On
the other hand, to improve timing while keeping power dissi-
pation low, fine-grained tuning only for portions with timing
violation is effective, since most of other portions in fabricated
chips and blocks do not violate timing specification. However,
fine-grained tuning involves implementation overhead, because
of well separation, distribution of multiple body and supply
voltages and level shifters, and all of them need extra area
and/or power dissipation. The finest granularity is logic gate,
but the overhead is impractically huge and is not totally accept-
able.
Another problem of fine-grained tuning is the test cost re-

quired to obtain an optimal tuning result after fabrication. If
there areM tuning variables and each variable can takeN val-
ues, the number of combinations is NM , and finding an opti-
mal combination for every chip after fabrication becomes less
practical, asM and N increases.
To minimize power dissipation after post-silicon tuning with

acceptable implementation overhead, gate clustering has been
proposed [4]. The aim of this approach is to attain a tun-

ing quality that is close to gate-level tuning while reducing
the implementation overhead and the tuning variable M to
M ′(<< M). Although the number of combinations is reduced
toNM ′

, the test cost is still expensive for most products, which
prevents post-silicon tuning.
To further reduce the test cost, our preliminary work [5] pro-

posed to preset the testing order of combinations in design time.
We limited N = 2, and determined an ordered cluster set that
allows onlyM +1 combinations for test and guarantees mono-
tonic decrease/increase in delay/power irrelevant to manufac-
turing variability. In terms of the reduction in test cost, this ap-
proach is promising. However, there are critical remaining is-
sues that prevent a practical use. The first problem is that only
random variability is considered in cluster generation in [5],
whereas manufacturing variability in actual chips consists of
several components, such as die-to-die, within-die spatial and
random components. It is predicted that random variability due
to RDF (random dopant fluctuation) and LER (line edge rough-
ness) becomes significant according to the technology advance.
However, the die-to-die variability is still a dominant factor that
induces delay defects, and hence the clustering result ignoring
die-to-die variability is not optimal. In addition, a method in
[5] cannot handle three or more body bias voltages. There-
fore, it is not validated that limiting the number of body volt-
ages to two is appropriate. Given the number of body voltages,
we have to choose a set of optimal body voltages from pro-
ducible voltages. However, this selection is not possible with
[5] as well. Furthermore, [5] focuses on subthreshold circuits,
and the effectiveness to ordinary superthreshold circuits has not
been clarified.
This paper presents a method to obtain a cluster assignment

for test-friendly post-silicon tuning. The proposed method
takes into account correlated (die-to-die and within-die) vari-
ability components in timing and leakage estimation in addition
to random variability. To efficiently carry out the clustering, we
derive two canonical forms having identical random variables;
one expresses the circuit timing and the other represents the
circuit leakage, and use them for conditional probability com-
putation involved in estimation of post-tuning leakage current.
We also extend the compensation method so that it can handle
three or more bias voltages keeping delay/leakage monotonic-
ity. Using the feature that multiple bias voltages are exploitable
and a set of body voltages is selectable according to the given
circuit and delay constraint, we experimentally reveal that two
voltage levels are reasonably sufficient for the small number
of compensation levels which is equal to or less than the num-
ber of clusters. We further discuss how to synthesize a circuit
to which will be applied post-silicon tuning, and give a design
implication.
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The rest of this paper is organized as follows. In Section II,
we introduce the compensation approach proposed in [5], and
present a novel approach for handling multiple body bias volt-
ages. Section III gives the problem formulation of this work.
Section IV explains how to derive canonical forms that express
statistical models of delay and leakage. We explain the pro-
posed optimization flow and each step in Section V. We show
experimental results in Section VI, and conclude the discussion
in Section VII.

II. COMPENSATION APPROACHES FOR LOW TEST-COST
TUNING

A. Basic approach for low test-cost tuning

Post-silicon tuning based on the conventional body bias clus-
tering [4] suffers from its large test-cost for tuning. The tun-
ing is carried out by sweeping body voltages for each clus-
ter and searching for a combination that attains the minimum
leakage current while satisfies given timing constraints. This
exhaustive tuning involves large test-cost because there are a
lot of combinations to be tested and it requires leakage current
measurement. Let the number of available body bias voltages
be Nbias and the number of clusters be Ncluster. There are
NNcluster

bias combinations, and finding an optimal combination
for each fabricated chip becomes less practical, as Nbias and
Ncluster increase.
To reduce test-cost, we adopt a small test-cost approach pro-

posed in [5]. Figure 1 illustrates an example of the tuning flow
in the case that the number of clusters is three. Each cluster
is pre-ordered in design time simultaneously with clustering
itself, and the subscript i of the cluster name Ci denotes the
order. We call this tuning approach “pre-ordered clustering”.
Here, [5] supposes that only two bias voltages Vlow and Vhigh,
are available. Vhigh makes the circuit faster than Vlow, while it
causes larger leakage.
First Vlow is applied to all clusters (tuning level 0, hereafter

described as level 0 in short). If the chip does not satisfy tim-
ing constraints at level 0, then clusterC1 is sped up by applying
Vhigh to C1 (level 1). If the chip still does not satisfy timing
constraints at level 1, Vhigh is given to C2 in addition to C1

(level 2). In the same way, the body voltage of the next clus-
ter is changed to Vhigh in order until the circuit satisfies timing
constraints. If the circuit does not satisfy timing even at the
maximum level (level 3 in the example), the chip should be dis-
carded. In this approach, the number of levels is Ncluster + 1.
An important property that makes the tuning with pre-

ordered clustering realizable is that the circuit speed becomes
faster and leakages become larger monotonically as the tuning
level increments, and this property is necessarily satisfied for
every chip, because changing body voltage from Vlow to Vhigh

always improves the speed and increases leakage. Thanks to
the monotonic property, testing can be simplified because no
leakage measurement is needed and testing can be finished
once the chip satisfies timing constraints. This means the aver-
age number of levels to be tested is smaller than Ncluster + 1.
For example in Fig. 1, the average number of test per chip is
7/3 and smaller than the number of available levels 4.

Fig. 1. Basic pre-ordered compensation [5].

B. Post-silicon tuning with more than two bias voltages

The tuning with pre-ordered clustering [5] assumes two bias
voltages, and then this tuning approach is not applicable when
three or more bias voltages are available. We here discuss how
to extend the tuning with pre-ordered clustering while keeping
the advantage of low test-cost.
In the extension, the monotonic property in speed and leak-

age with respect to the compensation level must be satisfied to
remain the test cost low. We adopt the following two exten-
sions of “voltage-first alteration” and “cluster-first alteration”
as ones of those that satisfy the monotonic property.
The order of clusters is pre-determined in design time sim-

ilarly to [5]. Figure 2 illustrates an example of voltage-first
alteration. In this example, there are three clusters(C1 − C3)
and three bias voltages (Vlow, Vmid and Vhigh). First we ap-
ply Vlow to all clusters (level 0). Then, we alter bias voltage
of C1 to Vmid (level 1) and to Vhigh (level 2) in sequence.
When the timing constraint is not satisfied even though the
highest bias voltage is given to C1, we next alter the bias volt-
age of C2. We continue this alternation until the timing con-
straint is satisfied. With this extension, the number of levels
becomes (Ncluster × (Nbias − 1) + 1), and in this example it
is 3× (3− 1) + 1 = 7.
Figure 3 exemplifies cluster-first alteration. First we apply

Vlow to all clusters (level 0). Then, we apply Vmid to C1

(level 1) and to C2 (level 2) in sequence. When the timing
constraint is not satisfied even though all clusters are applied
the Vmid, we next alter the bias voltage of C1. We continue
this alteration until the timing constraints are satisfied. With
this extension, the number of levels is the same as voltage-first
alteration.
Even with the pre-ordered clustering, the number of com-

pensation levels tends to be large as the number of bias volt-
ages increases, which results in the increase in test-cost for
tuning. To maintain the test-cost for tuning within the al-
lowable range, we choose Nlevel compensation levels from
(Ncluster × (Nbias − 1) + 1) levels. In the proposed method,
we determine the order of clusters and choose the compensa-
tion level simultaneously during the body bias clustering. We
call this clustering “extended pre-ordered clustering”.
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Fig. 2. Voltage-first alteration,
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Fig. 3. Cluster-first alteration,

III. PROBLEM FORMULATION

We formulate the problem to solve in this work. Given the
number of compensation levels Nlevel, the number of clusters
Ncluster, the target yield Ytarget, the number of distributable
body voltages Ndist bias, the number of producible body volt-
agesNprod bias(≥ Ndist bias) and their voltage values, the pro-
posed method provides a clustering result that minimizes the
average leakage after post-silicon tuning with the definition of
Nlevel compensation levels. In this problem, we simply divide
the given chip layout into Nisland islands spatially and cluster
the islands for layout consideration, where Nisland is assumed
to be given (Fig. 4). A solution is that each island belongs to
one and only one of the clusters, and the number of islands in-
cluded in each cluster is not zero. In addition, a body voltage
from the given body voltages is assigned to each cluster for
each compensation level such that the circuit delay decreases
and leakage increases monotonically as the compensation level
increments in every chip. The total number of body voltage
used for defining Nlevel compensation levels is Ndist bias.
The objective function of clustering Cost is expressed as the

product of average leakage after post-silicon tuning Pleakage

and a penalty function penalty.

Cost = Pleakage · penalty, (1)

where:

Pleakage =

Nlevel∑
i=1

{∫
cond.

L(i)(X)·pdf(X)dX

}
, (2)

cond. =

{
d(i)(X) ≤ dconst < d(i−1)(X) (i > 0)

d(i)(X) ≤ dconst (i = 0),
(3)

where X is a vector of random variables, which corresponds
to, for example, channel length, threshold voltage and so on.
L(i)(X) and d(i)(X) are leakage current and delay at compen-
sation level i, which means the cluster order in post-silicon

tuning is considered in Pleakage computation. pdf(X) is the
probability density function ofX. dconst is a given timing con-
straint that must be satisfied after post-silicon tuning. An im-
portant point here is that the integration of L(i)(X) · pdf(X)
must be carried out in the subspace of X satisfying d(i)(X) ≤
dconst < d(i−1)(X), where this subspace corresponds to the
post-silicon tuning as explained in Fig. 1. penalty is a penalty
function introduced to satisfy the yield constraint Ytarget, and
it is a function of Ytarget and Ycluster. Without this constraint,
the timing yield would be sacrificed for leakage reduction.

Ycluster = Prob[d(Nlevel)(X) < dconst)], (4)

where
Prob[condition] represents the probability that condition is
satisfied. There are many function candidates for penalty, and
we chose an exponential function that penalty increases ex-
ponentially as Ycluster decreases when Ycluster − Ytarget is
smaller than or close to zero and penalty = 1 in the other
range.
An efficient computation of Eq. (1) will be explained in Sec-

tions IV and V.A. In [5], only random variability is assumed
and then the integration in the subspace is approximated as the
integration in the entire space. However, in actual chips, die-
to-die variability has a strong impact on delay defects, and such
an approximation degrades the quality of the clustering result.

IV. STATISTICAL MODELING OF DELAY AND LEAKAGE
CURRENT

Under process variation, delays, arrival times and leakage
currents should be expressed statistically. This section dis-
cusses the statistical computation of delay and leakage current
for computing the objective function of Eq. (2).

A. Delay computation

To efficiently express and compute delays and arrival times,
a canonical form that expresses statistical delay and arrival time
is widely used [6].

d = d0 +

Nvar∑
p=1

cpXp + crndXrnd, (5)

where Xp ∼ N(0, 1) represents inter-die and intra-die
spatially-correlated variations,Xrnd ∼ N(0, 1) represents ran-
dom variation. cp and crnd are delay coefficients which are
determined by the sensitivity of delay to magnitude of varia-
tion. Nvar is the number of variational parameters and d0 is
the average of d. Note that by applying PCA (principal compo-
nent analysis) beforehand to the correlated random variables of
inter-die variation and intra-die spatially-correlated variations,
Xp(p = 1, · · · , Nvar) and Xrnd become all independent and
have no correlation to each other [6].
To calculate circuit delay, sum and max operations are

needed. The sum of two canonical forms can be expressed as a
canonical form. Although the max operation is non-linear, [6]
presents a practical computation to approximately express the
max of two canonical forms as a canonical form. With these
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Fig. 4. Island generation and clustering (Nisland=16,Ncluster=3).

sum and max operations, circuit delay dcir can be expressed
with the canonical form of Eq. (6).

dcir = dcir,0 +

Nvar∑
p=1

ccir,pXp + ccir,rndXrnd. (6)

B. Leakage computation

We next explain the leakage computation. In order to obtain
the entire circuit leakage Lcir, we must compute

Lcir =

Ncell∑
j=1

Lj , (7)

where Ncell is the number of cells. The leakage follows not
a normal distribution but a lognormal distribution, and hence
the summation procedure used in delay are not applicable to
leakage computation. We therefore use a lognormal summation
method proposed in [7] to obtain the canonical form of leakage.
First, we express leakage as follows.

L = exp

(
k0 +

Nvar∑
p=1

kpXp + krndXrnd

)
, (8)

where Xp ∼ N(0, 1) is a random variable that corresponds
to a variation source, and it is identical to that in Eq. (5).
Xrnd ∼ N(0, 1) represents random variation. kp and krnd
are coefficients.
Then, mean and variance of leakage can be expressed as fol-

lows.

E(L) = exp

(
k0 +

1

2

Nvar∑
p=1

k2p

)
, (9)

Var(L) = E(L2)− {E(L)}2

= exp

(
2k0 + 2

Nvar∑
p=1

k2p

)
− exp

(
2k0 +

Nvar∑
p=1

k2p

)
.

(10)

Here, covariance between each variable and leakage can be
calculated by

E(L · eXi) = exp

⎛
⎝k0 +

1

2

⎛
⎝ Nvar∑

p=1,p �=i

k2p + (ki + 1)2

⎞
⎠
⎞
⎠ .

(11)
Covariance between leakages can be written as

E(L1 · L2) = exp

(
(k0,1 + k0,2) +

1

2

Nvar∑
p=1

(kp,1 + kp,2)
2

+
1

2
k2rnd,1 +

1

2
k2rnd,2

)
. (12)

Here, we can express summation of two leakages as follows.

Lsum = L1 + L2

= exp

(
k0,sum +

Nvar∑
p=1

kp,sumXp + krnd,sumX ′
rnd

)
,

(13)

where k0,sum, kp,sum and krnd,sum are coefficients of the sum
of leakage, which can be computed by formulas presented in
[7].
Using the sum operation described above, the entire circuit

leakage can be expressed with the canonical form of Eq. (14).

Lcir = kcir,0 +

Nvar∑
p=1

kcir,pXp + kcir,rndXrnd. (14)

Now, we obtained the canonical form of the entire circuit
leakage whose variablesXp are identical to the canonical form
of the circuit delay. This means that the correlation between
circuit delay and leakage are embedded in the coefficients of
ccir and kcir. Exploiting this embedded correlation informa-
tion, we compute Eq. (2), which will be explained in the next
section.

V. DESIGN-TIME OPTIMIZATION PROCEDURE

This section presents the proposed procedure for body bias
clustering. We first explain an efficient computation of the ob-
jective function in Section V.A. We next describe the optimiza-
tion flow using simulated annealing in Section V.B, and explain
the generation of neighboring solution in Section V.C.

A. Computation of objective function

Given the canonical forms of delay and leakage of Eqs. (6)
and (14), we now compute Eq. (2). The difficulty of computing
Eq. (2) is the integration of L(i)(X) · pdf(X) in the subspace
of X satisfying d(i)(X) ≤ dconst < d(i−1). We in this paper
adopt Monte Carlo approach to carry out the integration among
existing numerical computation methods, since the accuracy
and computation time are easily tradable.
The computation process is as follows.

Step 1: Prepare the canonical forms of circuit delay and leak-
age in Eqs. (6) and (14) for each compensation level i.

Step 2: GenerateNvar+1 random numbers forXp andXrnd,
whereXp andXrnd are independent normal random vari-
ables. This step can be regarded as the fabrication of a
chip.

Step 3: Calculate circuit delay d(i) using Eq.(6) and find the
level i such that the maximum delay constraint is satisfied
at level i and is not at level (i− 1).

d(i) ≤ dconst < d(i−1). (15)

This step can be interpreted as the post-silicon tuning in
Fig. 1 for the chip fabricated in Step 2. From the view-
point of mathematical computation, this inequality corre-
sponds to the subspace for the integration in Eq. (1).

3C-4

286



Step 4: Calculate leakage current using Eq. (14) at the level of
i found in Step 3, and accumulate it as the cost value.

Step 5: Go back to Step 2 and repeat Steps 2-4 NMC times.
Here,NMC is the number of required trials. If the number
of trials reachNMC , the accumulated cost value is divided
by NMC , and then we obtain the average leakage current
after post-silicon tuning expressed in Eq. (1).

It should be noted that the proposed computation carries out
Monte Carlo simulation on the canonical forms and does not
require iterative timing analysis on the timing graph, which
means Monte Carlo simulation is not as expensive as we
thought.

B. Optimization by simulated annealing

The cluster generation problem here we are solving is a com-
binatorial optimization problem. As one of the optimization
algorithms, we adopt simulated annealing method in this work.
The initial solution is generated randomly. Inside the opti-

mization loops in simulated annealing, we generate a neighbor-
ing solution from the current solution. The generation of neigh-
boring solution is explained in Section V.C. We then derive
the canonical expressions of circuit delay and leakage based
on the generated neighboring solution, and calculate the ob-
jective function of Eq. (1), Costnew. If the cost of the neigh-
boring solution Costnew is less than that of the current solu-
tion Costcur, we replace the current solution with the neigh-
boring solution. Moreover, if Costnew is less than the cost
of the best solution Costbest, we record the neighboring so-
lution as the best solution. On the other hand, in the case of
Costnew > Costcur, we also update current solution based on
the probability exp(−Δ/T ), where Δ = Costnew − Costcur

and T is the temperature parameter.
Following the manner of simulated annealing, we gradually

decrease T in the optimization loops. When T is high, the
accurate computation of the objective function is not neces-
sary since exp(−Δ/T ) is mostly dependent on T , whereas the
higher accuracy is required when T is low. This tendency can
be satisfied by changing NMC depending on T , which helps
to reduce the optimization run time. If an exiting condition
defined by, for example, execution time, the minimum temper-
ature and/or the number of loops is satisfied, the optimization
finishes.

C. Generation of neighboring solution

In the optimization problem defined in Section III, we have
to determine a composition of Ncluster clusters, select Nlevel

levels from (Ncluster × (Nbias − 1) + 1) levels, and choose
Ndist bias voltages from Nprod bias voltages. This means that
we need to explore a solution space consisting of three sub-
spaces. We thus have to generate a neighboring solution in
simulated annealing so as to efficiently explore the subspaces.
When generating a neighboring solution, we first pick up

one subspace randomly according to the probabilities propor-
tional to the size of each subspace, and slightly modify the sub-
solution in the selected subspace while preserving the neigh-
borhood. The subspace selection probabilities for island clus-
tering, level selection and bias selection are Prcluster, Prlevel

and Prbias, respectively, and they satisfy Prcluster+Prlevel+
Prbias = 1. We estimate the size of each subspace using the
number of possible combinations. The number of combina-
tions for clusters is obtained using the recurrence relation be-
low.

Ccluster(Ncluster) = NNisland

cluster −
Ncluster−1∑

k=1

(
Ncluster

k · Ccluster(k)

)
.

(16)
The numbers of combinations for levels and bias are computed
by

Clevel =

(
Npossible level

Nlevel

)
, (17)

Cbias =

(
Nprod bias

Ndist bias

)
, (18)

where Npossible level is (Ncluster × (Nbias − 1) + 1). Using
Ccluster, Clevel and Cbias, Prcluster, Prlevel and Prbias are
expressed as

Prcluster = Ccluster/(Ccluster + Clevel + Cbias),(19)
Prlevel = Clevel/(Ccluster + Clevel + Cbias), (20)
Prbias = Cbias/(Ccluster + Clevel + Cbias). (21)

VI. EXPERIMENTAL RESULTS

This section experimentally evaluates the proposed cluster-
ing method. The circuits used for experiments, which are
listed in Table I, were synthesized by a commercial logic syn-
thesizer and placed by a commercial placer with an indus-
trial 65nm library. c1908 is a circuit in ISCAS85 bench-
mark set, mult16, mult32, and mult64 are 16-bit, 32-bit and
64-bit multipliers, and dsp alu is an ALU in a DSP for mo-
bile phone. We characterized the nominal delay and leak-
age, and the sensitivities of delay and leakage to variabili-
ties with HSPICE. The proposed method was implemented
in C++ language and was run on a 3.2 GHz Opteron pro-
cessor. σglobal = 25 [mV] and σrandom = 15 [mV] are
assumed in experiments. All circuits are spatially divided
to 4 × 4, thus Nisland = 16. The target yield Ytarget is
98%. We provided 7(=Nprod bias) voltages for body voltages;
RBB(Reversed Body Bias) 300mV, RBB200mV, RBB100mV,
ZBB (Zero Body Bias), FBB(Forward Body Bias) 100mV,
FBB200mV and FBB300mV. RBBs make circuits slower and
reduce leakage current, and FBBs make circuits faster and in-
crease leakage current. In the case that three or more bias volt-
ages are available, better result in VFA and CFA was selected.

A. Performance improvement with proposed clustering

We first validate the effectiveness of circuit performance
improvement thanks to the proposed clustering. We applied
the proposed clustering to mult64 by changing the delay con-
straint dconst. Here, mult64 was synthesized with the achiev-
able minimum delay constraint, and the number of bias volt-
ages Nbias was set to two. Figure 5 shows delays and leakages
of mult64. Curves labeled with “w/ clustering” and “w/o clus-
tering” represent compensation results with the proposed clus-
tering (Ncluster=4, Nlevel=5) and no clustering (equivalent to
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Fig. 5. Performance improvement with proposed clustering (mult64).

TABLE I
PERFORMANCE IMPROVEMENT WITH PROPOSED CLUSTERING.

Circuit #cells Delay reduction Leakage reduction
w/ same leakage w/ same delay

c1908 919 3.7% 28.8%
mult16 4,145 3.7% 35.3%
mult32 15,291 3.4% 32.4%
dsp alu 17,302 6.3% 51.9%
mult64 73,473 2.7% 25.3%

Ncluster=1), and a dot with “w/o compensation” corresponds
to a result without compensation. With FBB 300mV, the circuit
delay can be reduced by 8.3% in this configuration.
With performance compensation with the proposed cluster-

ing, the leakage current is reduced by 25.3% attaining the
same circuit delay (4.17ns) compared to that without cluster-
ing. Looking at the same leakage, the circuit delay is decreased
by 2.7%. Table I summarizes the delay and leakage reduction
in various circuits. We can obtain 25.3 to 51.9% leakage reduc-
tion and 2.7 to 6.3% delay reduction.
Table II lists the selected bias voltages in the case that 4.17ns

delay constraint is given to mult64. Thanks to clustering with
Ncluster=4, ZBB can be used for non timing-critical gates,
which contributes to leakage reduction. Figures 6 and 7 show
the probability distribution of each level being selected. When
clustering is applied, levels 0 to 4 are selected almost uni-
formly, whereas level 0 is mostly selected without clustering.

B. Importance of correlation between delay and leakage

The proposed method considers the correlation between de-
lay and leakage, which originates from die-to-die and within-
die spatial variations, by expressing delay and leakage with the
same random variables, though [5] ignored the correlation. We
here evaluate how much leakage reduction can be obtained by
the explicit consideration of the correlation in the optimization.
Table III lists the leakage currents after post-silicon tuning

TABLE II
SELECTED BODY VOLTAGES (MULT64, 4.17NS CONSTRAINT).

Ncluster Nlevel Selected bias voltages
1 (w/o clustering) 2 FBB 100mV, FBB 200mV
4 (w/ clustering) 4 ZBB, FBB 200mV
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TABLE III
LEAKAGE CURRENTS OF CIRCUITS OPTIMIZED W/ AND W/O

CORRELATION CONSIDERATION.

Circuit
Leakage current [μA] Leakage

w/o correlation w/ correlation reduction
consideration consideration [%]

c1908 0.376 0.369 1.9
mult16 1.41 1.38 2.2
mult32 5.43 4.84 10.9
dsp alu 5.29 5.24 1.0
mult64 27.0 25.1 6.8

when the circuit was optimized with and without considering
the correlation. The number of clusters Ncluster is 4 and the
number of bias voltages Nbias is 2 in this experiment. With
the correlation consideration in the design-time optimization
reduces the leakage current up to 10.9%.

C. Number of bias voltages

We next show how the number of bias voltages affects leak-
age current. We changed the number of levels Nlevel from 3
to 9 and evaluated the leakage in three cases of Ndist bias=2, 3
and 4. Figure 8 shows results of mult16 with a tight timing con-
straint. In the figure, x-axis means the number of levels used
in compensation Nlevel, and y-axis represents leakage current
after compensation. In the case of Ndist bias=2, the maximum
number of levels is 5, becauseNcluster = 4 in this experiment,
and hence no points are plotted in the range of Nlevel > 5.
We can see that as Nlevel increases, the leakage becomes

smaller for all three cases. However, larger Nlevel needs more
test cost after fabrication. Please recall that even for chips
without post-silicon tuning, testing is expensive. We then fo-
cus on small Nlevel which requires small test cost. When
Nlevel ≤ Ncluster + 1, there are small difference of effective-
ness in leakage reduction between there cases. This result indi-
cates that two bias voltages are sufficient for leakage reduction
in case of Nlevel ≤ Ncluster + 1 and large resource for body
voltage distribution is not necessary.
We also carried out the similar experiment with a looser tim-

ing constraint, and the same conclusion was obtained. Besides,
it was observed that the superiority of cluster-first alternation
and voltage-first alternation was dependent on the tightness of
the timing constraint. With a looser timing constraint, voltage-
first alternation is better because it assign a high body voltage

3C-4

288



 0
 500

 1000
 1500
 2000
 2500
 3000
 3500
 4000

 3  4  5  6  7  8  9

Le
ak

ag
e 

[n
A

]

Nlevel

Nbias = 2
Nbias = 3
Nbias = 4

Fig. 8. Nlevels versus leakage (mult16).

to only a few timing-critical clusters. On the other hand, given
a tight timing constraint, cluster-first alternation was superior
because most of clusters are timing critical and low bias volt-
age should be eliminated at lower levels. Note that in both the
alternations, although a few levels could be less useful, these
levels are often eliminated in the selection process of Nlevel

levels.

D. Implication for circuit synthesis

We finally discuss how to synthesize a circuit to which the
post-silicon tuning will be applied. Depending on the timing
constraint given to logic synthesis, the obtainable leakage after
post-silicon tuning is different, and we have to give an appro-
priate constraint to logic synthesis.
Figure 9 shows delays and leakages of two mult64 imple-

mentations. One was synthesized with a delay constraint that
is 120% of the tightest delay (mult64a), and another was syn-
thesized with 150% constraint (mult64b). The number of body
voltages is two. We can see that the leakage starts to increase
when the delay constraint becomes smaller than the delay of no
compensation case. For example, let us suppose that the delay
constraint given to clustering is 7.0ns. In this case, mult64a at-
tains smaller leakage current, because the leakage of mult64b
increased at this point. Therefore, as long as the given delay
constraint can be satisfied even without post-silicon tuning, the
post-silicon tuning should not be used for delay reduction and
should be used for leakage current reduction. In this case, a
small number of clusters are enough. On the other hand, when
the delay constraint cannot be satisfied without post-silicon
tuning, the body bias clustering is effective for performance
improvement as shown in Section VI.A.
An example of CPU time on an Intel 3.0GHz processor is

roughly 1400 seconds in this experiment for multi64b includ-
ing 71k cells. We observed that CPU time is proportional to
circuit scale, which is mostly determined by the complexity of
SSTA. Monte Carlo simulation on the derived canonical forms
was not significant in the CPU time.

VII. CONCLUSION

We proposed a body bias clustering method that enables low
test cost tuning. The proposed method explicitly computes the

Fig. 9. Dependency of leakage on delay constraints given to logic synthesis
and body bias clustering (mult64).

average leakage current after post-silicon tuning taking into ac-
count the correlation between delay and leakage. We experi-
mentally demonstrated that the proposed clustering method re-
duced the achievable minimum delay by 2.7 to 6.3% as well
as leakage current by 25.3 to 51.9%. Experiments also indi-
cate that two bias voltages are sufficient for low test-cost post-
silicon tuning. Except a case that post-silicon tuning is used
for reducing the achievable circuit delay, body bias clustering
should be used for leakage reduction, and a circuit must be syn-
thesized with an appropriate delay constraint for exploiting this
implication.

ACKNOWLEDGEMENT

This work is supported by NEDO.

REFERENCES

[1] M. Takahashi et al., “A 60-mW MPEG4 video codec using clus-
tered voltage scaling with variable supply-voltage scheme,” IEEE
JSSC, vol. 33, no. 11, pp. 1772 –1780, 1998.

[2] J. Tschanz et al., “Adaptive body bias for reducing impacts of
die-to-die and within-die parameter variations on microprocessor
frequency and leakage,” IEEE JSSC, vol. 37, no. 11, pp. 1396 –
1402, 2002.

[3] Y. Nakamura et al., “1/5 power reduction by global optimization
based on fine-grained body biasing,” in Proc. CICC, pp. 547 –
550, 2008.

[4] S. Kulkarni et al., “Design-time optimization of post-silicon
tuned circuits using adaptive body bias,” IEEE Trans. CAD,
vol. 27, no. 3, pp. 481 –494, 2008.

[5] K. Hamamoto, M. Hashimoto and T. Onoye, “Tuning-friendly
body bias clustering for compensating random variability in sub-
threshold circuits,” in Proc. ISLPED, pp. 51–56, 2009.

[6] H. Chang et al., “Statistical timing analysis under spatial correla-
tions,” IEEE Trans. CAD, vol. 24, no. 9, pp. 1467 – 1482, 2005.

[7] A. Srivastava et al., “A novel approach to perform gate-level
yield analysis and optimization considering correlated variations
in power and performance,” IEEE Trans. CAD, vol. 27, no. 2, pp.
272 –285, 2008.

3C-4

289



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType true
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


