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Abstract—A self-timed subthreshold processor was developed in 65-nm complimentary metal–oxide–semiconductor process. This four-stage reduced instruction set computer processor synchronously operates with the memory read completion signal produced in 8.5-kb instruction and 2-kb data memories of subthreshold 10T static random-access memory. Measurement results show that the processor correctly functions from 0.56 to 0.36 V with a self-timed clock and achieves minimum energy per cycle of 3.47 pJ/cycle at 0.46-V supply voltage with 1.76-MHz average frequency. Compared with conventional synchronous operation with guardbanding, the proposed self-timed operation reduces the execution time of SHA-1 by 82% at 0.4-V supply voltage and saves energy by 40% to attain 1-MHz operation.

Index Terms—Low power VLSI, self-timed processor, subthreshold circuit.

I. INTRODUCTION

SUBTHRESHOLD circuits are promising for energy-constrained applications, such as processors for sensor networks [1], [2]. Since a sensor-node processor architecture is quite simple due to the limited functions required for sensing applications [1], access time to memory is a key factor that determines the clock cycle of the processor. For subthreshold processors, a memory cell (MC) with additional transistors dedicated to a read port, such as an 8T MC [3], has conventionally been used. Fig. 1 shows a preliminary evaluation of the fluctuation in read time of 8T SRAM due to within-die threshold voltage \(V_{th}\) variation. Since the ON currents of two transistors for the read operation are critical-path replica [4].

While this approach can cope with global variation, including die-to-die \(V_{th}\) variation and temperature fluctuation, it is difficult to remove the delay margin for local variation, such as within-die \(V_{th}\) variation. Sjogren and Myers proposed an asynchronous operation self-timed by completion of pipeline stages [5]. However, it tackles data-dependent execution time variation.

This brief presents a novel subthreshold processor that synchronously operates with a signal that acknowledges memory read completion. This self-timed operation not only reduces the margin for die-to-die manufacturing variability and environmental variation but also mitigates the margin for within-die \(V_{th}\) variation, which reduces the execution time and the energy dissipation. In a conventional sensor node, a processor processes data from a sensor module stored in the memory and writes the processed data into the memory for sending to another module, such as a radio-frequency transmitter. Thus, asynchronous processor operation is compatible with other modules in sensor nodes.

II. SUBTHRESHOLD SELF-TIMED PROCESSOR

A. Architecture Overview

Fig. 2 shows the architecture of the proposed self-timed processor. The processor has a reduced instruction set computer...
core consisting of four pipeline stages with a 16-bit data word and a 17-bit instruction word. The microarchitecture and the instruction set architecture were determined in preliminary work [6]. Twenty basic instructions required for sensor-node applications are implemented. The operation in each stage is completed in a cycle for all the instructions.

The main feature of the proposed processor is that the instruction memory (IMEM) and the data memory (DMEM) can detect the completion of the read operation, and the read completion signal is used as a clock. Fig. 3 shows the delay time required for memory read, memory write, and the longest path in the second and third pipeline stages. This figure indicates that 1) the delay time required for the read operation is longer than that for the write operation and 2) the pipeline stages that include the memory read operation are the slowest. Therefore, the read completion signal can be applied as a clock for this processor. In addition, the processor can also operate synchronously with an external clock for evaluation purpose.

When the RESET signal is asserted, the first instruction code is retrieved from IMEM. The completion signal of the read operation becomes the first clock of the processor. After that, the clock is generated from the read completion signals of IMEM and DMEM, and the instruction codes are read in synchronization with the clock signal. When DMEM is not accessed, the read completion signal of DMEM retains high. Note that access to IMEM occurs in every cycle for the instruction fetch, and hence, the clock signal is continuously generated. Configurable delay buffers are added to the read completion signals to imitate the delay from the output of the memory to the input of the pipeline registers or register files.

The self-timed processor was fabricated in a 65-nm CMOS process. Fig. 2 shows a micrograph of the chip. The processor core and the memory occupy

<table>
<thead>
<tr>
<th>Supply voltage (V)</th>
<th>Delay time (μs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>0.4</td>
<td>0.1</td>
</tr>
<tr>
<td>0.5</td>
<td>0.01</td>
</tr>
</tbody>
</table>

that access to IMEM occurs in every cycle for the instruction fetch, and hence, the clock signal is continuously generated.

B. Memory Structure

Fig. 4 shows the circuit structure of subthreshold SRAM that detects read completion. Column-mux is not implemented because the memory size is small. Fig. 5 depicts the structure of a 10T MC [7] implemented in the proposed processor, which is based on the subthreshold 8T MC proposed in [3] and is

![Fig. 2. Diagram and chip micrograph of the self-timed processor synchronously operating with the memory read completion signal.](image-url)

![Fig. 3. Simulation result of the delay time required for memory read, memory write, and the longest path in the second and third pipeline stages.](image-url)

![Fig. 4. Circuit structure of subthreshold SRAM with the detection of read completion. The structure of the MC is shown in Fig. 5. SAs with detection of read completion are explained in Fig. 6. V_{WL} is the supply voltage of WL drivers.](image-url)
different, which makes it possible to sense the completion of the read operation.

In our design, the width of the SA is larger than half the width of the MC (the MC width is equal to the column width). Thus, the two SAs are arranged in two rows for each column. As for the IMEM, the overheads of the two SAs on area, active power of the read operation, and leakage power (at 2 MHz, 0.5 V $V_{DD}$) are 1.5%, 4.4%, and 0.2%, respectively.

III. MEASUREMENT RESULTS

A. Average Frequency and Energy of Self-Timed Operation

We measured the execution time and the energy dissipation required to perform SHA-1 ten times for 512-bit data when the processor is operated with a self-timed clock. Fig. 7 shows the access time of each address in IMEM. In the proposed processor, IMEM consists of four memory banks, and each memory bank shares the row/column decoders and the SAs. While the access time depends on the memory bank, the variation in access time of each address is much larger. This means that the delay variation of the read operation for every MC dominates the variation in access time of IMEM.

Fig. 8 shows the measured distribution of the clock cycle time. The total number of cycles to complete the execution is 178 K cycles. Fig. 8 shows that the decrease in supply voltage enlarges the difference between the mean and worst cycle times. This is because the circuit delay becomes more sensitive to $V_{th}$ variation in IMEM and DMEM as the supply voltage is lowered. The proposed self-timed processor operates at the mean clock cycle time on average. Therefore, the processor can operate 2.06 times faster than the conventional synchronous processor with the worst clock cycle time, and the execution time is reduced by 51% when $V_{DD}$ is 0.36 V.

Fig. 9 shows the average frequency, which is the inverse of the mean clock cycle time when the processor operates with a self-timed clock, as a function of the supply voltage in three fabricated chips (chips A–C). The processor correctly operated from 0.36- to 0.56-V supply voltage. Fig. 9 also depicts the energy per cycle of the proposed self-timed processor. The energies of the core and memories are included. When the supply voltage was 0.46–0.48 V, the energy was minimized, and

---

**Fig. 5.** 10T MC structure. VFOOT is used to ensure the correct operation in the subthreshold region. VFOOT of the accessed word is set to low, and those of the nonaccessed words remain high [3].

**Fig. 6.** Mechanism of detecting the completion of the read operation. Two SAs with an XOR gate are used for every bit.

**Fig. 7.** Measured access time of each address in IMEM once SHA-1 is executed ($V_{DD} = 0.45$ V).

**Fig. 8.** Measured distribution of the clock cycle time. The total number of cycles to complete the execution is 178 K cycles. Fig. 8 shows that the decrease in supply voltage enlarges the difference between the mean and worst cycle times.

**Fig. 9.** Average frequency, which is the inverse of the mean clock cycle time when the processor operates with a self-timed clock, as a function of the supply voltage in three fabricated chips (chips A–C). The processor correctly operated from 0.36- to 0.56-V supply voltage. Fig. 9 also depicts the energy per cycle of the proposed self-timed processor. The energies of the core and memories are included. When the supply voltage was 0.46–0.48 V, the energy was minimized, and
Fig. 8. Measured distribution of the clock cycle time of the self-timed operation when SHA-1 is executed ten times.

Fig. 9. Average frequency and energy per cycle of the self-timed operation as a function of the supply voltage. The average frequency is the inverse of the mean clock cycle time.

3.47-pJ/cycle operation (the average frequency was 1.76 MHz) was achieved.

The dependences of the average frequency of the self-timed operation on temperature are illustrated in Fig. 10. The supply voltage droops and the decrease in temperature worsened the circuit delay, which requires the margin in the conventional synchronous operation with guardbanding. On the other hand, Figs. 9 and 10 indicate that the self-timed processor can continue to work even if the supply voltage and temperature fluctuate because the clock is adaptively generated in accordance with the supply voltage and temperature.

B. Comparison With Synchronous Operation With Guardbanding

This section compares the proposed self-timed operation with the conventional synchronous operation with guardbanding considering the worst-case process and temperature (PT) conditions. In this brief, we defined the worst-case clock cycle for the conventional synchronous operation as follows:

1) The slowest chip among the measured 15 chips was chosen.
2) The temperature was set to 5 °C. We determined the minimum clock cycle time (maximum frequency) that sustains correct processor operation.
3) Step 2 was performed at each supply voltage.

Fig. 11 is a comparison with conventional synchronous operation with the worst-case clock when the supply voltage is 0.4 and 0.5 V. The self-timed operation mitigates the delay margin of global variation, such as die-to-die $V_{th}$ variation and temperature fluctuation, in addition to the margin of within-die $V_{th}$ variation, as shown in Fig. 8. Therefore, the execution time at 25 °C is reduced by 72% at $V_{DD} = 0.5$ V and by 83% at $V_{DD} = 0.4$ V compared with the conventional synchronous operation with the worst-case clock. The guardband margin for die-to-die delay variation and temperature fluctuation of the conventional synchronous operation is 58% of the clock cycle time.

Fig. 11 shows the energy per cycle as a function of temperature when the supply voltage is 0.4 and 0.5 V. The self-timed operation mitigates the delay margin of global variation, such as die-to-die $V_{th}$ variation and temperature fluctuation, in addition to the margin of within-die $V_{th}$ variation, as shown in Fig. 8. Therefore, the execution time at 25 °C is reduced by 72% at $V_{DD} = 0.5$ V and by 83% at $V_{DD} = 0.4$ V compared with the conventional synchronous operation with the worst-case clock. The guardband margin for die-to-die delay variation and temperature fluctuation of the conventional synchronous operation is 58% of the clock cycle time.

Fig. 12 shows the energy per cycle as a function of frequency when the temperature is 70 °C. The proposed self-timed operation is more energy efficient than the conventional synchronous operation. The energy of the self-timed operation needed to attain 7.7-MHz operation, at which the energy is minimized, is 19% smaller than that of the synchronous operation with guardbanding, and the energy needed to achieve 1-MHz operation is 40% less. This is because the conventional synchronous operation requires the higher supply voltage due to the large delay margin, which enlarges the leakage energy.
Fig. 12. Energy per cycle at 70 °C of the proposed asynchronous operation with self-timed clock and the conventional synchronous operation with guardbanding considering the worst-case PT conditions. The frequency of asynchronous operation with the self-timed clock is the average frequency.

Fig. 13. Execution time of the asynchronous operation with self-timed clock when $V_{DD}$ is 0.4 V. The execution time is normalized by that of the conventional synchronous operation.

C. Discussion of the Delay Time of the Stages in Which the Memory is Not Accessed

Finally, we discuss the case when the pipeline stages, including the memory read operation (first and fourth stages in Fig. 2), are not the slowest. Fig. 13 shows the execution time of the self-timed operation for a certain chip (chip D) when $V_{DD}$ is 0.4 V. The reduction in the execution time of chip D is 59%, which is much smaller than that of the other chips, because a large buffer delay is inserted into the read completion signal of IMEM to compensate for the slow operation of other pipeline stages that are irrelevant to memory access. In fact, when the supply voltage of the processor core $V_{core}$ is set to 0.45 V, keeping the supply voltage of the memory at 0.4 V, the longer buffer delay is not required, because the higher $V_{core}$ reduces the delay time of the stages in which the memories are not accessed.

One possible solution to deal with this situation is to exploit a replica delay of the critical path in the pipeline stages not including memory access. The clock is generated by the replica delay in addition to the read completion signals, as shown in Fig. 14(a). For example, when the replica delay is 1.5 times larger than the minimum memory access time, the distributions of the clock cycle time are depicted in Fig. 14(b). The clock generation with the replica delay removes the clock cycles in which the clock period is less than the replica delay, and consequently, the operation without errors is achieved. In this case, the overheads in execution time and the energy per cycle are 5% and 1%. This indicates that the asynchronous operation with the replica delay is still effective because the variation in the memory access time is much larger.

IV. CONCLUSION

In this brief, we have presented a subthreshold processor self-timed by memory read completion. The proposed self-timed operation mitigates the delay margin of global and local process, voltage, and temperature variations, which enabled us to reduce the execution time and the energy needed compared with the conventional synchronous operation with guardbanding.
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