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SUMMARY This paper proposes a post-layout transistor sizing method for crosstalk noise reduction. The proposed method downsizes the drivers of aggressor wires for noise reduction, utilizing the precise interconnect information extracted from the detail-routed layouts. We develop a transistor sizing algorithm for crosstalk noise reduction under delay constraints, and construct a crosstalk noise optimization method utilizing an analytic crosstalk noise model and a transistor sizing framework that have been developed. Our method exploits the transistor sizing framework that can vary transistor widths inside cells with interconnects unchanged. Our optimization method therefore never causes a new crosstalk noise problem, and does not need iterative layout optimization. The effectiveness of the proposed method is experimentally examined using 2 circuits. The maximum noise voltage is reduced by more than 50% without delay violation. These results show that the risk of crosstalk noise problems can be considerably reduced after detail-routing.
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1. Introduction

Crosstalk noise problem heavily depends on interconnect structure, i.e. coupling length, spacing between adjacent wires, and coupling position, and hence many techniques of routing and interconnect optimization for crosstalk noise reduction are proposed [1]–[3]. Buffer insertion is also effective for noise reduction, and some methods are proposed [4], [5]. References [6]–[8] discuss the effectiveness of transistor sizing for crosstalk noise reduction, but practical implementations are not shown. Recently, Refs. [9]–[11] propose transistor sizing methods for crosstalk noise reduction. Reference [9] expresses the influence of crosstalk noise as the amount of coupling capacitance, and optimizes noise as well as area, delay and power by gate and wire sizing. Reference [10] proposes a driver sizing algorithm for noise reduction using a crosstalk noise estimation tool [12]. Reference [11] estimates crosstalk noise by Ref. [8], and circuit area is minimized under delay and crosstalk noise constraints. The authors do not mention layout modification after optimization. When optimization results are applied to layout, a certain number of interconnects are changed, which may spoil the optimization result, or may cause a new crosstalk

noise problem. More recently, a gate sizing method to reduce crosstalk induced delay is proposed [13]. This method is based on a crosstalk noise aware static timing analysis. Although this method changes circuits considerably, layout modifications are not taken into consideration. Reference [14] can not solve the problem that iterative gate sizing does not necessarily converge due to layout modification, either.

This paper proposes a post-layout transistor sizing method for crosstalk noise reduction. The proposed method optimizes detail-routed circuits and reduces peak noise voltage as much as possible while preserving interconnects entirely. The interconnect information required for crosstalk noise estimation can be accurately obtained after detail-routing. The optimization result of transistor sizing can be completely applied to the layout because the proposed method utilizes the transistor sizing framework that can downsize the transistors inside cells preserving interconnects [15], [16]. This framework is originally developed for power reduction. In this paper, we use this framework for crosstalk noise reduction. In this framework, various driving-strength cells are generated on the fly according to the optimization result, and hence transistor-level optimization can be executed in cell-base design. Cell layouts are generated by a layout generation system called VARDS [17], [18]. VARDS is based on a symbolic layout method and is enhanced to produce cell layouts with variable driving strength. Exploiting this framework, the proposed method reduces crosstalk noise efficiently after detail-routing. As for crosstalk noise estimation, our method utilizes a 2-π noise model with improved aggressor modeling [19]. This model can consider the location of coupling, the effect of distributed RC networks, and the slew of input signal. Reference [19] also mentions a transformation method that can apply all types of RC trees to the 2-π noise model, which enables crosstalk noise optimization of practical circuits. In this paper, we develop an optimization algorithm for crosstalk noise reduction that explores solution space effectively under delay constraints, and construct a crosstalk noise reduction method using the noise estimation method [19] and the transistor sizing framework [15], [16]. Thanks to the framework, the estimation method and the algorithm, our method can estimate and optimize crosstalk noise with interconnects unchanged. The proposed method can be applied to the circuits optimized by other methods, such as interconnect optimization and buffer insertion, and it further reduces the risk of crosstalk noise.

Upsizing and downsizing drivers have different mer-
its and demerits although both approaches can optimize crosstalk noise. The upsizing approach does not degrade the robustness against random manufacturing variation but increases power dissipation and temperature, where it is known that random manufacturing variation becomes smaller as transistor size becomes larger. On the other hand, our approach decreases power dissipation and temperature, although it may degrade robustness against random manufacturing variability.

This paper is organized as follows. Section 2 explains an estimation method of crosstalk noise. Section 3 shows an optimization algorithm for crosstalk noise reduction. Section 4 demonstrates some experimental results. Finally, Sect. 5 concludes the discussion.

2. Crosstalk Noise Estimation

This section discusses crosstalk noise estimation. The proposed method utilizes the $2\pi$ noise model for crosstalk estimation [19], and we explain it briefly. We next discuss a noise estimation method for a net with multiple aggressors based on superposition considering timing window.

2.1 Overview of Crosstalk Noise Estimation

In practical circuits, many interconnects couple with multiple aggressors, i.e., with multiple aggressors. We estimate the peak noise voltage caused by each aggressor respectively, and calculates the maximum noise voltage at the sink by superposition. The superposition of the noise voltage is discussed in Sect. 2.2.

The victim net with one aggressor is represented as two partially-coupled interconnects (Fig. 1). The partially-coupled interconnects in Fig. 1 are modeled as an equivalent circuit shown in Fig. 2. $R_{a1}$ is the effective driver resistance of the victim net. The node $n_{a2}$ corresponds to the center of the coupling portion of the victim interconnect, and $n_{a2}$ similarly corresponds to the center of the coupling portion of the aggressor interconnect. $R_{c2}$ is the resistance between the source and $n_{a2}$, and $R_{c3}$ is the resistance between $n_{a2}$ and the sink. $C_c$ is the coupling capacitance between the victim and the aggressor. The capacitances $C_{a1}$, $C_{a2}$ and $C_{a3}$ are represented as $C_{1}/2$, $(C_{1}+C_{2})/2$, and $C_{2}/2+C_{f}$ respectively, where $C_{1}$ is the wire capacitance from the source to $n_{a2}$, $C_{2}$ is the wire capacitance from $n_{a2}$ to the sink, and $C_{f}$ is the capacitance of the receiver. The parameters of the aggressor wire, $R_{a1}$, $R_{a2}$, $R_{a3}$, $C_{a1}$, $C_{a2}$, $C_{a3}$, are determined similarly. Reference [19] also develops a method that can apply interconnects with branches into the model circuit of Fig. 2. We here omit the explanation of this application method.

In the circuit of Fig. 2, the peak voltage $V_{peak}$ is expressed as follows [19].

$$V_{peak} = \frac{(R_{a1} + R_{a2})C_cV_{dd}}{\tau_v} \left( \frac{\tau_0}{\tau_a} \right)^{-\frac{n_{a2}}{R_{a1}C_c}},$$  \hspace{1cm} (1)

where

$$\tau_v = R_{a1}(C_{a1} + C_{a2} + C_c + C_{a3}) + R_{a2}(C_{a2} + C_c + C_{a3}) + R_{c3}C_{a3},$$  \hspace{1cm} (2)

$$\tau_a = R_{a1}(C_{a1} + C_{a2} + C_c + C_{a3eff}) + R_{a2}(C_{a2} + C_c + C_{a3eff}),$$  \hspace{1cm} (3)

$$C_{a3eff} = C_{a3}(1 - e^{-T/R_{a3}C_{a3}}),$$  \hspace{1cm} (4)

$$T = R_{a1}(C_{a1} + C_{a2} + C_c + C_{a3}) + R_{a2}(C_{a2} + C_c + C_{a3}).$$  \hspace{1cm} (5)

Peak noise $V_{peak}$ in the case of $\tau_a = \tau_v$ is discussed in Appendix.

2.2 Noise Superposition Based on Timing Window Calculation

The proposed method evaluates the peak noise voltage caused by each aggressor separately, and calculates the maximum noise voltage at the sink by superposition. In linear systems, the principle of superposition holds. When the noise amplitude is not large, i.e., as long as CMOS gates can be treated as a linear resistance, the noise waveform at the sink of the victim can be represented as the superposition of the noise waveform from each aggressor wire. Reference [19] experimentally demonstrates that this assumption of noise superposition is reasonable in practical interconnects.

In the noise superposition, the relative timing of the transitions at the aggressor wires is an important factor. If we superpose two noises that never happen simultaneously, crosstalk noise is overestimated, and the estimated value is too pessimistic. In order to eliminate the overestimation, we calculate the timing window that is the timing range when
a transition may occur and is defined as the range between \(EAT_i\) and \(LAT_i\). \(EAT_i\) is the earliest time of signal arrival at the output of cell \(l\), and \(LAT_i\) is the latest arrival time. \(EAT_i\) and \(LAT_i\) are calculated as follows.

\[
EAT_i = \min\{EAT_m + d_{m,l}^{\min}\}, \quad \text{(6)}
\]
\[
LAT_i = \max\{LAT_m + d_{m,l}^{\max}\}, \quad \text{(7)}
\]

where \(FI(l)\) is the set of the fan-in cells of cell \(l\). \(d_{m,l}^{\min}\) represents the minimum delay between the output of cell \(m\) to the output of cell \(l\) in the case that the aggressors and the victim change in the same transition direction simultaneously. Similarly, \(d_{m,l}^{\max}\) is the maximum delay in the case that the transition direction of the victim is opposite to those of the aggressors.

The maximum noise voltage at the \(i\)-th sink of the victim net at time \(t\) is represented as follows.

\[
V_{\max,i}(t) = \sum_j^n k(t) \cdot V_{\peak,j,\rightarrow,i}, \quad \text{(8)}
\]
\[
k(t) = \begin{cases} 1 & \text{if } EAT_i \leq t \leq LAT_i \\ 0 & \text{otherwise} \end{cases} \quad \text{(9)}
\]

where \(n\) is the number of the aggressors, and \(V_{\peak,j,\rightarrow,i}\) is the noise voltage at the \(i\)-th sink caused by the \(j\)-th aggressor. We sweep time \(t\), and find the maximum noise voltage at each victim net.

We here use a simple method [20] for estimating the maximum delay \(d_{m,l}^{\max}\) and the minimum delay \(d_{m,l}^{\min}\). Other methods, such as Ref. [21], can be also used. When we have to estimate timing window more tightly considering the dependence of \(d_{m,l}^{\max}\) and \(d_{m,l}^{\min}\) on the timing window, we should calculate timing window iteratively [22]. In this paper, this iterative calculation is not executed simply because of an implementation matter. There are no technical limitations. Reference [20] indicates that the upper bound of \(d_{m,l}^{\max}\) can be estimated as follows; all coupling capacitances are converted into the 3X capacitances to the ground, and then cell delay and wire delay are calculated. As for \(d_{m,l}^{\min}\), coupling capacitances are replaced with the \(-1\)X capacitances to the ground. We utilize those upper and lower bound for \(d_{m,l}^{\max}\) and \(d_{m,l}^{\min}\) in this paper. Other sophisticated gate delay model [23],[24] also can be used, as long as the computational cost permits.

3. Optimization Algorithm

In this section, an optimization algorithm for crosstalk noise reduction is discussed. The proposed algorithm reduces crosstalk noise under delay and transition time constraints. First, an optimization algorithm for a localized problem that includes one victim net and its adjacent nets is explained. This section then shows the overall algorithm that builds and solves the local optimization problems, considering the global optimality under delay constraints.

3.1 Optimization Algorithm in Each Victim Net

First, the noise reduction algorithm for each victim net is explained. The proposed method downsizes the drivers of the adjacent aggressor wires in order to reduce the amount of crosstalk noise at the victim wire. When the driving strength of the aggressor wire becomes weak, i.e., the driver resistance \(R_a\) becomes large, the time constant of the aggressor voltage source \(\tau_a\) increases (Eq. (4)). Then the maximum noise voltage \(V_{\peak}\) (Eq. (1)) at the victim net consequently decreases. This relationship can be revealed from the partial derivative of \(V_{\peak}\) respect to \(R_a\) as follows.

\[
\frac{\partial V_{\peak}}{\partial R_a} = \frac{\tau_a(C_u + C_c)}{(\tau_a - \tau_v)^2} \left( \log \frac{\tau_u}{\tau_v} - \frac{\tau_u}{\tau_v} + 1 \right) \cdot V_{\peak} \leq 0. \quad \text{(10)}
\]

In order to choose the driver of the aggressor wire to be downsized efficiently, a measure \textit{priority} is devised.

\[
\text{priority}_i = \text{slack}_i \cdot \sum_j^m V_{\peak,j,\rightarrow,i}, \quad \text{(11)}
\]

where \(V_{\peak,j,\rightarrow,i}\) is the peak noise voltage at the \(j\)-th sink caused by the \(i\)-th aggressor net, and \(m\) is the number of sinks. The value \textit{slack}_i represents the timing margin at the \(i\)-th aggressor net, and is defined as the time difference between the required time and the arrival time [25]. The measure \textit{priority}_i becomes large in the case that the \(i\)-th adjacent net causes a large amount of noise and the timing constraint at the \(i\)-th aggressor net is not tight. Using this measure, the proposed algorithm can find the aggressor net efficiently that has strong influence on the crosstalk noise at the victim net yet has little influence on the circuit delay.

One of the difficulties in crosstalk noise optimization is that each victim net also becomes an aggressor from the opposite standpoint. When the driver of an aggressor is downsized for reducing noise at the victim net, the noise at the aggressor may increase intolerably. We therefore calculate the peak noise voltages at both the victim and the aggressor wires, and find a proper driver size of the aggressor. For this purpose, we here minimize the sum of the squared noise voltage at the aggressor and the squared noise voltage at the victim.

Step 1: Calculate \textit{priority} (Eq. (11)) for each adjacent aggressor net, and put all the aggressor nets into list \(L_i\).

Step 2: Choose the aggressor net with the maximum \textit{priority} from list \(L_i\).

Step 3: Downsize the driver of the chosen aggressor net within the limit that the delay constraints and the transition time constraints are satisfied. The best size of the driver is decided such that the value of \((V_{\peak}^2 + V_{\peak}^2)\) becomes the smallest, where \(V_{\peak}\) is the noise voltage at the victim net, and \(V_{\peak}\) is the noise voltage at the aggressor net. In the practical implementation, we try several driver sizes and calculate the value of \((V_{\peak}^2 + V_{\peak}^2)\) and the
circuit delay. We then choose the best size from those sizes without delay violation. Remove the aggressor net from $L_l$.

Step 4: If the noise voltage becomes smaller than the target value $V_{\text{target}}$, or if the list $L_l$ becomes empty, finish the optimization procedure. Otherwise go back to Step 2. The value $V_{\text{target}}$ is explained in the following section.

3.2 Overall Optimization Algorithm

Section 3.1 discusses the optimization algorithm for the localized problem that contains one victim net and its adjacent aggressor nets. Next, the overall algorithm is discussed. This algorithm aims to reduce both the maximum noise voltage in a circuit and the number of nets whose noise is large.

The optimization iterates the following procedure from Stage 1 to Stage 4 for several times, as parameter threshold gradually decreases. The parameter threshold is used for selecting the nets to be optimized, and it ranges from 0 to 1. The nets whose noise voltages are larger than $V_{\text{target}}$, which is the product of threshold and the maximum noise voltage in the circuit $V_{\text{max}}$, are chosen as the optimization candidates. In the beginning, threshold is set close to 1 in order to reduce the maximum noise voltage intensively. In the end, threshold is set close to 0, and the most of the nets in the circuit are optimized.

Stage 1: Calculate the crosstalk noise at each net in the circuit.

Stage 2: Find the maximum voltage of crosstalk noise $V_{\text{max}}$ in the circuit, and put the nets whose noise voltages are larger than $V_{\text{target}} = V_{\text{max}} \times \text{threshold}$ into the candidate list $L_o$.

Stage 3: Choose the net with the maximum noise voltage in the list $L_o$, and execute the optimization explained in Sect. 3.1. The value of $V_{\text{target}}$ is given to the optimization as the target value. Remove the net from the list $L_o$, and update the information of timing window.

Stage 4: If the list $L_o$ becomes empty, finish the optimization procedure. Otherwise go back to Stage 3.

When the timing constraints are given, the timing margin at each net should be utilized efficiently for reducing the crosstalk noise. Therefore the sequence of the nets to be optimized is critical and essential to obtain high-quality circuits. In order to reduce the maximum noise voltage, the proposed algorithm gives priority to the nets with large noise. Stage 2 excludes the nets whose noise voltages are smaller than $V_{\text{target}}$ from the optimization candidates. In Stage 3, the nets are optimized in order of the amount of noise voltage.

In Stage 3, the target noise value $V_{\text{target}}$ is given to the localized optimization problem, in order to control the local optimization from the viewpoint of global optimality. The optimization result that the noise voltage is minimized in the localized problem may incur a bad local-minimum solution globally. This is because the timing margins, which may be utilized for reducing the noise at other nets, are wasted. The proposed algorithm hence stops the local optimization when the noise voltage becomes smaller than the target value in Step 4. Thanks to the good sequence of the net to be optimized and setting the target noise value, the proposed method can reach a good solution under the delay constraints.

4. Experimental Results

This section shows the optimization results for crosstalk noise reduction. The circuits used for the experiments are an ALU in a DSP for mobile phone [26] (dsp_alu) and the circuits included LGSynth93 benchmark sets (des). These circuits are synthesized by a commercial logic synthesis tool. The circuit scale of dsp_alu is 12547 cells, and the number of cells in des is 3414. The placement and routing are performed by a commercial tool with an option that minimizes interconnect length and without any options for crosstalk noise reduction. The layout area of dsp_alu is 5.3 (2.3 $\times$ 2.3) mm², and the area of des is 0.64 (0.8 $\times$ 0.8) mm². RC trees of interconnects are extracted from the layouts by a quasi-3D RC extract tool [28]. The coupling capacitances below 10 fF are extracted as the capacitance to the ground, where the coupling capacitance of 10 fF corresponds to the length of 230 $\mu$m. The supply voltage is 3.3 V.

Cell layouts are generated using VARDS [17], [18] in a 0.35 $\mu$m process with three metal layers. The layout generation system VARDS can vary transistor widths in a cell while keeping the location of each pin. Exploiting this feature, the proposed method optimizes a detail-routed circuit without any wire modifications [15], [16]. The height of the generated cells is 13 interconnect-pitches. In transistor sizing, MOSFETs are downsized within the range that VARDS can generate cell layouts. The maximum transistor width of standard driving-strength (×1) cells is 6.2 $\mu$m. The transistor width can be reduced to 0.9 $\mu$m. We characterize the resistance of a CMOS gate as 4 values; $R_{\text{Dp}}$ and $R_{\text{Dn}}$ are the driving resistances of the pull-up PMOS part and the pull-down NMOS part respectively, and $R_{\text{Hp}}$ and $R_{\text{Hn}}$ are the holding resistances. $R_{\text{Dp}}$ and $R_{\text{Dn}}$ are decided such that the propagation delay becomes the same with circuit simulation results [29]. $R_{\text{Hp}}$ and $R_{\text{Hn}}$ are evaluated by the operating condition analysis of circuit simulation.

The initial circuits used for the experiments are designed for minimizing the circuit delay in a usual cell-base design style. The circuits are optimized such that the circuit delay does not increase. The given constraint of the transition time is 1.0 ns and it is the same with the constraint given for the initial circuit design. The threshold value used in the optimization algorithm of Sect. 3.2 is varied from 0.98 at the beginning to 0.5 at the end of the optimization. The iteration number of the optimization of Sect. 3.2 is 6 for both circuits. In the current implementation, when we execute Step 3 of the proposed algorithm explained in Sect. 3.1, we try five transistor widths between the current transistor width and the minimum transistor width.
Table 1 Noise optimization results.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Maximum Noise (V)</th>
<th>CPU Time (s)</th>
<th>#Pairs</th>
<th># Cells</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial</td>
<td>Optimized</td>
<td></td>
<td></td>
</tr>
<tr>
<td>des</td>
<td>0.40</td>
<td>0.19</td>
<td>12</td>
<td>1018</td>
</tr>
<tr>
<td>dsp_alu</td>
<td>1.00</td>
<td>0.50</td>
<td>604</td>
<td>82368</td>
</tr>
</tbody>
</table>

#Pairs: number of pairs of an aggressor and a victim in a circuit.

Table 1 demonstrates the crosstalk noise optimization results. Figures 3 and 4 show the distributions of the maximum noise voltage before and after the optimization. In des circuit, the maximum noise voltage is reduced from 0.40 V to 0.19 V by 53%. In dsp_alu circuit, the maximum noise is reduced from 1.00 V to 0.50 V by 50%. The distribution is also shifted in the direction that the noise voltage decreases. The number of nets whose noise voltages are over 0.5 V is decreased from 59 to 3. After the detailed-routing, the crosstalk noise can be reduced considerably by downsizing the transistors inside cells while keeping the interconnects without delay violation. The proposed method reduces crosstalk noise as much as possible after detail-routing, and reduces the risk of crosstalk noise problems at the final design stage. However when further noise reduction is necessary, we need to use other techniques in routing that can reduce coupling capacitance itself.

Figure 5 shows the slack distribution before and after the optimization in dsp_alu circuit. The proposed method downsizes drivers whose timing constraint is not tight for crosstalk noise reduction, and hence the number of gates whose slack is small increases. Reference [30] indicates that increasing the number of gates whose slack is small may cause a delay violation when delay variation exists. If this problem is significant, we should use statistical static timing analysis for timing verification inside the optimization like Ref. [31].

The CPU times required for the optimization on an Alpha Station (600 MHz) are 12 seconds in des (3.4k cells), and 604 seconds in dsp_alu (13k cells). Here the CPU time for reading circuit and interconnect information files is excluded. The basic optimization of the proposed algorithm in Sect. 3.1 is executed for each pair of an aggressor and a victim, and hence the required computational time is basically proportional to the number of pairs of an aggressor and a victim, although it also depends on circuit structure, timing constraints and so on.

Figure 6 shows two peak noise distributions after the optimizations with different setup. In Case 1, the number of iterative optimization of Sect. 3.2 is 6 and threshold at each iteration is set as shown in Table 2. As for Case 2, the number of iteration is 1, and threshold is 0.5. In Case 2, the number of nets whose peak voltage is above 0.4 V is 116, whereas it is 8 in Case 1. The iteration with gradual decrease of threshold is important to obtain a good opti-
Table 2  Noise optimization progress at each iteration count.

<table>
<thead>
<tr>
<th>Iteration Count</th>
<th>threshold</th>
<th>Maximum Noise (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>-</td>
<td>des dsp dsp_alu</td>
</tr>
<tr>
<td>1</td>
<td>0.98</td>
<td>1.00 0.93 0.38</td>
</tr>
<tr>
<td>2</td>
<td>0.95</td>
<td>0.76 0.93 0.29</td>
</tr>
<tr>
<td>3</td>
<td>0.90</td>
<td>0.68 0.68 0.23</td>
</tr>
<tr>
<td>4</td>
<td>0.80</td>
<td>0.54 0.76 0.19</td>
</tr>
<tr>
<td>5</td>
<td>0.70</td>
<td>0.50 0.76 0.19</td>
</tr>
<tr>
<td>6</td>
<td>0.50</td>
<td>0.50 0.76 0.19</td>
</tr>
</tbody>
</table>

Fig. 7  Accuracy of peak noise estimation for each pair of an aggressor and a victim (des).

Fig. 8  Histogram of estimation error (des).

We finally demonstrate the accuracy of crosstalk noise estimation. The estimated noise voltage is compared with the circuit simulation results of actual circuits, i.e. interconnects driven by CMOS gates. Figure 7 shows the accuracy of the peak noise estimation. Each dot corresponds to one victim net with one aggressor, i.e. this evaluation is before noise superposition. Figure 8 shows the histogram of the estimation error. The average error is 10 mV. The peak noise for 97% pairs of an aggressor and a victim is estimated within ± 40 mV error. As discussed in Ref. [19], driver modeling is one of error sources, and improved driver modeling such as Ref. [23] is necessary when more accurate estimation is required. We also observe that quiet aggressor drivers cause some amount of error, because our analytic noise model treats the coupling capacitance to a quiet aggressor as a capacitance to ground.

5. Conclusion

This paper proposes a method to reduce crosstalk noise as much as possible by transistor sizing after detail-routing. The proposed method optimizes the detail-routed circuits such that MOSFETs inside cells are downsized with interconnects unchanged. The effectiveness of the proposed method is experimentally verified using 2 benchmark circuits. The maximum noise voltage is reduced by more than 50% without delay increase after detail-routing, which reduces the failure risk of crosstalk noise and contributes to high-reliability LSI design.
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We discuss \( \tau_v \). Equation (1) is rewritten as

\[
V_{\text{peak}} = \frac{A}{\tau_v} \left( \tau_v / \tau_a \right)^{-\frac{1}{2}}, \quad (A \cdot 1)
\]

where \( A = (K_d + R_{\text{eq}})C_VV_{dd} \). We replace \( \tau_v / \tau_a \) with \( 1 + \delta \), and then Eq. (A\cdot1) becomes

\[
V_{\text{peak}} = \frac{A}{\tau_v} \left( 1 + \delta \right)^{-\frac{1}{2}}. \quad (A \cdot 2)
\]

We discuss \( V_{\text{peak}} \) when \( \tau_a \) becomes equal to \( \tau_v \), i.e., we examine the following equation.

\[
V_{\text{peak}}|_{\tau_a=\tau_v} = \left. \frac{A}{\tau_v} \right|_{\delta=0} \lim_{\delta \to 0} (1 + \delta)^{-\frac{1}{2}}, \quad (A \cdot 3)
\]