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Abstract—With the scaling of complementary metal–oxide–
semiconductor (CMOS) technology into the nanometer regime,
the overshooting effect due to the input-to-output coupling
capacitance has more significant influence on CMOS gate anal-
ysis, especially on CMOS gate static timing analysis. In this
paper, the overshooting effect is modeled for CMOS inverter
delay analysis in nanometer technologies. The results produced
by the proposed model are close to simulation program with
integrated circuit emphasis (SPICE). Moreover, the influence of
the overshooting effect on CMOS inverter analysis is discussed.
An analytical model is presented to calculate the CMOS inverter
delay time based on the proposed overshooting effect model,
which is verified to be in good agreement with SPICE results.
Furthermore, the proposed model is used to improve the accuracy
of the switch-resistor model for approximating the inverter
output waveform.

Index Terms—CMOS inverter, gate delay, nanometer technol-
ogy, overshooting time, switch-resistor model, timing analysis.

I. Introduction

DUE TO THE input-to-output coupling capacitance, the
complementary metal–oxide–semiconductor (CMOS)

gate output voltage will be beyond the power supply range
at the beginning of the transition. That is known as the
overshooting effect and the time during which the output
voltage is out of the supply voltage range is defined as the
overshooting time. For the CMOS gate using conventional

Manuscript received January 27, 2009; revised July 5, 2009. Current
version published January 22, 2010. This work was supported by the Waseda
University Grant for Special Research Projects under Grant 2007A-968. This
paper was recommended by Associate Editor D. Sylvester.

Z. Huang is with Fukuoka Industry, Science and Technology Foundation,
Fukuoka-shi 814-0001, Japan. He is also with the Research Center of
Information, Production, and Systems, Waseda University, Kitakyushu-shi
808-0135, Japan (e-mail: hzc 2002@asagi.waseda.jp).

A. Kurokawa is with Sanyo Electric Company, Ltd., Gifu 503-0195, Japan
(e-mail: atsushi.kurokawa@sanyo.com).

M. Hashimoto is with the Department of Information Systems Engineering,
Graduate School of Information Science and Technology, Osaka University,
Suita-shi 565-0871, Japan (e-mail: hasimoto@ist.osaka-u.ac.jp).

T. Sato is with the Graduate School of Informatics, Kyoto University, Kyoto
606-8501, Japan (e-mail: takashi@i.kyoto-u.ac.jp).

M. Jiang and Y. Inoue are with the Graduate School of Information,
Production, and Systems, Waseda University, Kitakyushu-shi, 808-0135 Japan
(e-mail: jiangminglv1983@fuji.waseda.jp; inoue−yasuaki@waseda.jp).

Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TCAD.2009.2035539

long channel transistors, the overshooting effect is seldom of
importance in digital circuits and is only of major importance
in analog circuits [1]. Traditional gate delay models [2]–[6]
associate a constant delay to an output-load related character-
istic of its size and input signal transition time without taking
into account the influence of the input-to-output coupling
capacitance. Similarly, the CMOS gate switch-resistor model
in [7] and the short-circuit power estimation model in [8] also
ignored the influence of overshooting effect.

With the scalingof CMOS technology into submicronmeter
features sizes, the overshooting effect becomes significant
and thus begin to be considered in CMOS gate analysis.
In [9]–[16], the nonlinearity induced by the input-to-output
coupling capacitance is taken into account for gate delay
models. In [17], [18], the power consumption estimation
models of CMOS buffers were given accounting for the
influence of the input-to-output coupling capacitance in
submicronmeter technologies. Since the overshooting time
becomes one of important parameters for CMOS gate timing
analysis or power consumption estimation, several empirical
models have been proposed to estimate overshooting time. In
[12], an expression was derived to compute the CMOS gate
delay time while the step input delay time was required. In
[18], an empirical model was proposed to estimate CMOS
gate power consumption. However, these models are still not
accurate enough in various conditions.

As CMOS technology enters nanometer regime, the over-
shooting effect due to the input-to-output coupling capacitance
becomes more significant and cannot be neglected anymore
because it has much influence on CMOS gate analysis includ-
ing CMOS circuit timing prediction, power estimation, and
output waveform approximation. However, there has been still
few researches to focus on the overshooting time estimation in
nanometer technologies. It has been customarily assumed as
constant values or zero. Therefore, it is necessary to develop
an accurate model of overshooting time suitable for CMOS
gate analysis. At the same time, it is also required to improve
conventional CMOS gate delay models when the increasing
influence of the input-to-output coupling capacitance is con-
sidered.

In this paper, the overshooting effect due to the input-
to-output coupling capacitance is modeled for the CMOS
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inverter delay analysis in nanometer technologies. By using
the proposed overshooting time model, an analytical delay
model is presented for CMOS inverters, and an improved
switch-resistor model is given to approximate the inverter
output waveform. The major contributions of this paper are
as follows.

1) The overshooting effect of CMOS inverter due to input-
to-output coupling capacitance is demonstrated to have
much influence on CMOS gate timing analysis.

2) The overshooting effect is modeled for the CMOS
inverter analysis in nanometer technologies. The over-
shooting time predicted by the proposed model is ver-
ified with 32 nm predictive technology model (PTM)
[21], [22] to be close to simulation program with
integrated circuit emphasis (SPICE). Since the linear
approximation for MOS transistor drain current is used,
the proposed model can eliminate numerical iteration,
and thus results in short calculation time.

3) The proposed model is verified to be applicable to
various device models such as 32 nm PTM high-k/metal-
gate model [21], [22].

4) An analytical model is proposed to calculate the CMOS
inverter delay time based on the overshooting effect
model, and is verified to be in good agreement with
SPICE results.

5) The practical application of the proposed overshooting
effect model is shown to improve the accuracy of
the switch-resistor model. The simulation results show
that the switch-resistor model using the proposed over-
shooting time model can accurately predict the CMOS
inverter output waveform.

The rest of this paper is organized as follows. The problem
formulation is described in Section II. The proposed analytical
model of overshooting time is given in Section III. CMOS
inverter delay model considering the overshooting effect is
shown in Section IV, and the switch-resistor model considering
the influence of the coupling capacitance is given in Section V.
This paper is concluded in Section VI.

II. Preliminaries

Fig. 1 shows a CMOS inverter with capacitive load CL,
where the input-to-output coupling capacitance CM is consid-
ered. Fig. 2 shows the output voltage Vout of CMOS inverter
for a falling input Vin using CMOS 32 nm PTM model [21],
[22]. t50 is the time for the gate output voltage from the initial
point to 50% VDD point and t50 consists of the following two
parts.

1) Overshooting time tov, which is caused by the input-to-
output coupling capacitance as shown in Fig. 2.

2) Gate output waveform rise time tr from t = tov to 50%
VDD point.

We thus have

t50 = tov + tr. (1)

The gate propagation delay tD is defined as the time interval
from Vin = VDD/2 to Vout = VDD/2. From Fig. 2, we can obtain

Fig. 1. CMOS inverter model and transistor leakage currents.

Fig. 2. Output voltage of CMOS inverter for a falling input.

the gate delay as

tD = t50 − tin

2
. (2)

It is known that CMOS gate output waveform t50 in nanome-
ter technologies consists of two main parts. One is the output
rise time tr. The other is the overshooting time tov which is
generally ignored in traditional research. The delay time tD is
thus expressed as

tD = tov + tr − tin

2
. (3)

Fig. 3 shows the rise time tr and the overshooting time tov

for various inverter sizes using the same 32 nm process model.
The negative channel metal–oxide–semiconductor (NMOS)
width Wn varies from 80 nm to 800 nm with Wp = 2Wn.
Both positive channel metal–oxide–semiconductor (PMOS)
and NMOS transistor length L is 40 nm. The capacitive load
CL is equal to 0.01 pF, and the input signal transition time tin
is 50 ps. From Fig. 3, it can be seen that the rise time decreases
greatly as the inverter width increases. The overshooting time
tov, in contrast, changes little with the increase of inverter size.
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Fig. 3. Gate output waveform rise time tr and overshooting time tov with
various inverter sizes.

Fig. 4. Gate output waveform rise time tr and overshooting time tov with
various technologies.

Fig. 4 shows the delay time tD and the overshooting time
tov for various process technologies from 130 nm to 22 nm
with typical supply voltages [23]. The transistor length L is
the minimum feature size. The widths of all PMOS transistors
Wp are ten times of L while Wp is two times of Wn. The
load capacitance CL is 0.01 pF. The input transition time tin is
also 50 ps. From Fig. 4, it is clearly shown that both times tD
and tov decrease with the scaling of the process technologies.
However, the ratio of tov/tD increases from 151% at 130 nm
process to 202% at 22 nm process.

Therefore, it is inferred from the simulation results in Figs. 3
and 4 that the overshooting time tov becomes one of the most
dominant parts of the output waveform of the CMOS inverter
as the process technologies enter nanometer regime. Moreover,
the overshooting time tov contributes much more to t50 when
the inverter size increases. Consequently, the overshooting ef-
fect has more significant influence on CMOS inverter analysis,
especially on static timing analysis in nanometer technology.

Currently, the use of delay models for performance cell-
based delay calculation has become an industry standard
in practical delay calculation tools. As cells are connected
together by interconnect wires, the delay time of CMOS
circuits between the input signal to output signal is just the
sum of the delay time of each cell. Since the overshooting
time tov is one of the most important part of the delay time,
the total overshooting time of each cell is also accumulated in
the delay time estimation.

To illustrate this, a chain of five inverters is used to observe
the output waveform of each inverter as shown in Fig. 5. It can
be seen that the overshooting time of the first gate propagates
from stage to stage before it arrives the last one. The time when
the output voltage Vout 5 begins to fall from VDD to ground is

Fig. 5. Simulation results of the chain of inverters with 32 nm PTM model.

almost equal to the total overshooting time of all inverters. In
Fig. 5, the delay time tD of the inverter chain is 23.4 ps, while
the overshooting time tov of all inverters is 25.32 ps which is
larger than the delay time of the inverter chain.

It is clearly shown that the overshooting time is one of dom-
inated parts in the inverter delay time estimation. Therefore,
it is necessary to develop an accurate model for overshooting
effect for the CMOS inverter analysis in nanometer technolo-
gies.

III. Modeling the Overshooting Effect

The differential equation for the CMOS inverter of Fig. 1
loaded by a coupling capacitance CM can be described as

CL

dVout

dt
= Ip − In + CM

d (Vin − Vout)

dt
(4)

where CL is the output capacitive load including the inverter
diffusion capacitance, the interconnect wire capacitance and
the load gate input capacitance. Also, Vout and Vin are the gate
output and input voltages, respectively. Ip and In are the
PMOS and NMOS transistor currents, respectively. Here,
the differential equation is solved only for the falling input
ramp. Similar expressions can be derived for the rising input
ramp. The input voltage for the falling input ramp is expressed
as

Vin =

⎧⎪⎨
⎪⎩

VDD : t ≤ 0(
1 − t

tin

)
VDD : 0 < t ≤ tin

0 : t > tin

(5)

where tin is the input falling time. The value of CM in
input high state consists of the side-wall capacitance of both
transistors drain and the gate to drain overlap capacitance of
NMOS transistor in the linear region [18]

CM = Cox

(
Wn effLn eff

2
+ XDpWp eff + XDnWn eff

)
(6)

where Wp eff and Wn eff are PMOS and NMOS effective
channel widths, respectively, while Ln eff is the NMOS effec-
tive channel length. Also, XDp and XDn are the gate-drain

Authorized licensed use limited to: OSAKA UNIVERSITY. Downloaded on February 2, 2010 at 05:15 from IEEE Xplore.  Restrictions apply. 



HUANG et al.: MODELING THE OVERSHOOTING EFFECT FOR CMOS INVERTER DELAY ANALYSIS IN NANOMETER TECHNOLOGIES 253

Fig. 6. PMOS and NMOS transistor drain currents Ip and In during the
overlapping period.

underdiffusion for PMOS and NMOS transistors, respectively.
Cox is the gate-oxide capacitance per unit area.

Leakage current in deep-submicrometer regimes is becom-
ing a significant contributor to power dissipation of CMOS
circuits as threshold voltage, channel length, and gate oxide
thickness are reduced [24]. Fig. 1 shows an NMOS transistor
considering leakage currents, which include the oxide tunnel-
ing current I1, the subthreshold leakage I2, the reverse-bias
pn junction leakage I3, and so on. Commonly, the leakage
components have very important influence for estimation
and reduction of leakage power, especially for low-power
applications. For the overshooting effect analysis, however, its
influence is very small and can be ignored in the proposed
method because the current components in (4) are much larger
than the leakage currents.

In the proposed model, we firstly define two time points
tTP and tv min. As shown in Fig. 6, tTP is the time when the
PMOS transistor is on and tTP = (|VTP |/VDD)tin, where VTP

is the threshold voltage of PMOS transistor. Also, tv min is the
time when the output voltage is at its minimum. Then the
overshooting period can be divided into following two parts.

1) tTP ≥ t > 0: PMOS transistor is off. The voltage of
the capacitance CL decreases from zero due to a partial
discharge through coupling capacitance.

2) tov ≥ t > tTP : PMOS transistor begins to conduct and
the PMOS current Ip charges the load capacitance CL.
Then the voltage of the load capacitance increases. Once
the output voltage goes up to zero, the NMOS current
In becomes positive.

A. Proposed Model for tov

At the time t = tov, the charge of CL is zero and the gate
output waveform rises from zero. Therefore, we have

QL = Q2 − Q1 = 0 (7)

where Q1 is the charge flowing out of CL, and Q2 is the
charge flowing into CL during the overshooting time.

We rearrange (4) as

ICL
= Ip − In + ICM (8)

Fig. 7. Approximation of the current ICL
during tov.

where ICL
is the load current and ICM is the current flow-

ing through the coupling capacitance CM . When t < tTP ,
ICL

= ICM − In. When t = tTP , the PMOS transistor turns
on. Then ICL

= Ip − In + ICM . Fig. 7 shows the load current
ICL

during the overlapping period. As shown in Fig. 7, the load
current ICL

can be assumed as linear during the charge time
t > tv min, that is verified to be valid by SPICE simulations
for various simulation conditions. Therefore, we can derive a
simple expression for Q2 as

Q2 =
∫ tov

tv min

ICL
(t)dt ≈ ICL

(tov)

2
[tov − tv min] (9)

where ICL
(tov) is the output load current when t = tov. Since

Q1 = Q2, we obtain

tov =
2Q1

ICL
(tov)

+ tv min (10)

where the second term tv min corresponds to the discharge time
and the first term 2Q1/ICL

(tov) corresponds to the charge time.
When t = tov, the drain current In should be zero because

the drain-source voltage VDS of NMOS transistor is zero. Also,
due to dVin/dt � dVout/dt during overshooting period, ICL

(tov)
can be expressed as

ICL
(tov) = CM

dVin

dt
+ Ip(tov) (11)

where Ip(tov) is the PMOS transistor current when t = tov.
From (10) and (11), it is seen that the overshooting time tov

is determined by Q1, tv min and Ip(tov). In the following, we
will show the detailed description of these three terms.

When t ≤ tTP , the PMOS transistor is cut off. Since
VDS � VGS , the NMOS transistor drain current can be simply
expressed as [1]

In ≈ K′ W
L

(VGS − VTN )VDS (12)

where K′ is the transconductance parameter, VGS is the gate-
to-source voltage and VTN is the NMOS transistor threshold
voltage. Therefore, we have the expression

(CL + CM)
dVout

dt
+ βn(VGS − VTN )Vout = CM

dVin

dt
(13)
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where βn = K′W/L. When tTP < t < tv min, the PMOS
transistor is on and the expression for the output voltage is
more complicated. It is also inferred from Figs. 6 and 7 that the
output voltage Vout at tv min is close to the one at tTP because
the load currents ICL

at the two time points are almost zero.
The reason can be expressed as follows. When t < tTP , the
current flowing out of the capacitive load begins to decrease to
zero because of the NMOS drain current. Then from the time
t = tTP , the PMOS drain current starts to increase significantly,
and the load current becomes zero in very short time. The
solution of the differential equation when t = tTP is given as

Vout(tTP ) =
CM

dVin
dt

βn(VDD−|VTP |−VTN )

[
1−e

− βn (VDD−|VTP |−VTN )
CL+CM

tin |VTP |
VDD

]
.

(14)
Because of Vout(tv min) ≈ Vout(tTP ), the charge Q1 is obtained
from the output voltage and expressed as

Q1 ≈ CLVout(tTP ). (15)

When t = tv min, since dVout/dt = 0, the current flowing into
capacitance load is zero. Therefore, from (4) we can derive
the PMOS transistor current when t = tv min as

Ip(tv min) = In(tv min) − CM

dVin

dt
(16)

where In(tv min) is the NMOS transistor current when t = tv min.
Since the value of Vout(tv min) is close to Vout(tTP ), In(tv min)
≈ In(tTP ). Then substituting (14) into (12), we obtain

In(tv min) ≈ CM

dVin

dt

[
1 − e

− βn (VDD−|VTP |−VTN )
CL+CM

|VTP |
VDD

tin
]
. (17)

The assumption in (17) is reasonable because its accuracy is
determined mainly by the approximation for Vout(tv min).

As shown in Fig. 8, the α-power approximation is very
close to SPICE simulation to predict the PMOS transistor
current. Thus, the α-power metal–oxide–semiconductor field
effect transistor (MOSFET) model [4] is used to calculate
tv min, and is written as

Ip(tv min) = ID0

( |VGS | − |VTP |
VDD − |VTP |

)α

(18)

where ID0 is the drain current in saturation at VGS = VDS =
VDD, α is the velocity saturation index and VGS is a function
of tv min. Note that although α-power MOSFET model was
proposed for submicronmeter transistor, it is still helpful to
model the transistor drain current in nanometer technologies,
especially when the drain-source voltage is almost constant
such as during the overshooting effect period. In this paper, α

is assumed as 1.57 for 32 nm PTM model, which is verified
by SPICE simulation results. Thus, we obtain the expression
of tv min

tv min = tTP + (tin − tTP )

[
CMVDD

ID0tin
e
− βn (VDD−|VTP |−VTN )

CL+CM

|VTP |
VDD

tin

] 1
α

.

(19)
In (10), ICL

is also determined by tov. Although the α-power
MOSFET model or some other more accurate models can be
used to obtain tov, the solution of such a nonlinear problem

Fig. 8. α-power approximation for PMOS transistor drain current.

Fig. 9. Linear approximation for PMOS transistor drain current.

will result in complicated computation. To avoid numerical
procedures, an initial value for tov is first solved by using
a linear transistor drain current model, as shown in Fig. 9.
Note that VG is the PMOS gate voltage when t = tov and the
transistor current is described as

Ip = ID0

( |VGS | − |VTPL|
VDD − |VTPL|

)
(20)

where VTPL is the equivalent threshold voltages. The value is
obtained by extending the line and intercept with x-axis. Also

|VGS | =
tov

tin
VDD. (21)

Through (10), (11), and (20), we can obtain

tov =
2Q1

tov−tTPL

tin−tTPL
ID0 + CM

dVin
dt

+ tv min (22)

where tTPL = |VTPL|
VDD

tin. By solving (22), we then can derive the
final expression for tov as

tov = tv min − tγ +

√
2Q1

ID0
(tin − tTPL) + tγ 2 (23)

where

tγ =
1

2

(
tv min − tTPL − CM

VDDtin

tin

tin − tTPL

ID0

)
. (24)

Here, Q1 and tv min are obtained using (15) and (19).
Table I shows the calculation results for tov with (23).

It is inferred that the model using linear assumption for
PMOS drain current is still not very accurate to estimate the
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TABLE I

Comparison of the Two Calculation Approaches for tov

Input Signal (ps) Overshooting Time (ps) Error (%)
SPICE (23) Improved (23) Improved

20 16.38 14.9 16.15 13.90 1.40
100 57.64 54.68 58.36 5.13 1.25
200 101.6 101.31 101.38 0.29 0.22
300 141.5 147.5 140.5 4.24 0.70

Fig. 10. Overshooting time tov of the proposed method and SPICE simula-
tion for various gate drivability.

overshooting time. Therefore, another step is given to improve
the accuracy. Substituting the initial tov of (23) into α-power
MOSFET model, the new drain current Ip is solved. Then
using (10) and (11), the new value for tov is finally obtained.
It is clearly demonstrated from Table I that the error to predict
tov is reduced significantly by using the improved method.

It is possible to improve the accuracy further by using iter-
ative computation based on new tov. However, the calculation
time will increase because of numerical procedures. Moreover,
the proposed method using only two steps is accurate enough
to calculate the overshooting time.

B. Simulation Results

We have applied the proposed method to the CMOS invert-
ers to further verify its appropriateness with the same CMOS
32 nm PTM model. Note that the length of all NMOS and
PMOS transistors are set to be Ln = Lp = 40 nm. And the
ratio of PMOS width to NMOS width is Wp/Wn = 2/1.

Fig. 10 plots the results of overshooting time versus tran-
sistor widths which vary from 40 nm to 400 nm. Results show
that the overshooting time tov decreases a little when the gate
size increases. Moreover, it is seen that the presented model
matches very well with SPICE simulations within 1.6% error
for various simulation conditions.

Fig. 11 shows the results of the proposed model and SPICE
simulation with respect to the various capacitive loads. The
capacitive load varies from 0.02 pF to 0.2 pF. Simulation
results show that the overshooting time tov increases a little
against the capacitive load. The proposed model provides a
good estimation of the overshooting time for small and large
capacitive loads within 3.01% error.

Fig. 12 compares the overshooting time of the proposed
method, SPICE simulation and the model in [18] with respect

Fig. 11. Overshooting time tov of the proposed model and SPICE simulation
for various capacitive loads.

Fig. 12. Overshooting time tov of the proposed model and SPICE simulation
for various input signal transition times.

to various input signal transition times. Note that the model
was proposed in [18] for CMOS gate power estimation, and
was also used to predict CMOS gate delay time in [16]. In
Fig. 12, the input signal transition time ranges from 20 ps
to 300 ps. Also the width of NMOS transistor Wn is 80 nm
while the capacitive load is 0.01 pF. It can be observed
that the presented analytical model for the evaluation of the
overshooting time gives results close to those derived from
SPICE simulations with 2.06% average error. Moreover, the
prediction result of the model in [18] is not accurate compared
with SPICE simulation with 19.72% average error.

From the simulation results in Figs. 10–12, it is clearly
demonstrated that the proposed model is accurate for predict-
ing the overshooting time tov in various conditions.

C. High-k/Metal-Gate Model

Since the gate oxide leakage current is increasing with
decreasing SiO2 thickness, its scaling is becoming exceedingly
difficult. With further scaling, the high-k gate dielectrics and
metal gate electrodes will be required for high-performance
and low-power CMOS applications. Much work has been
done for high-k/metal-gate transistors in [25], [26] recently.
In this paper the proposed overshooting model is also applied
to the inverter constructed with high-k/metal-gate transistor,
where the 32 nm PTM high-k/metal-gate models for high-
performance applications (PTM HP) and for low-power ap-
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Fig. 13. Overshooting time tov of the proposed model and SPICE simulation
for various capacitive loads with 32 nm PTM HP model.

Fig. 14. Overshooting time tov of the proposed method and SPICE simula-
tion for various gate drivability with 32 nm PTM LP model.

plications (PTM LP) [20], [21] are utilized in the SPICE
simulation.

Fig. 13 shows the results of the proposed model and SPICE
simulation with respect to the various capacitive loads, where
32 nm PTM HP model is used. The capacitive load varies from
0.02 pF to 0.2 pF. Simulation results show that the proposed
model provides a good estimation of the overshooting time for
various capacitive loads within 3.31% error.

Fig. 14 plots the results of overshooting time versus transis-
tor widths which vary from 80 nm to 800 m with 32 nm PTM
LP model. Results show that the proposed model reproduces
the overshooting time accurately compared with SPICE sim-
ulations with 1.17% average error.

Figs. 13 and 14 demonstrate that the proposed model is
applicable to predict the overshooting time of CMOS inverters
for various device models such as the high-k/metal-gate model.

IV. CMOS Inverter Delay Analysis

In this section, the CMOS inverter delay analysis in
nanometer technologies is discussed with considering over-
shooting effect because the delay time is one of the most
important parameters for very-large-scale integration (VLSI)
circuit performance.

As shown in (3), the delay time tD in nanometer technolo-
gies can be obtained if the overshooting time tov, the rise
time tr and the input signal transition time tin are known.

Fig. 15. Linear approximation for the current through capacitive load CL to
delay analysis.

Generally, the transition time tin is given in delay calculation.
In previous section, we have proposed an analytical model for
the overshooting time tov. In the following, we will obtain the
analytical expression of the rise time tr.

A. Delay Model

Fig. 15 shows the output voltage and output current through
capacitive load CL for CMOS inverter in Fig. 1. It is seen that
the output currents ICL can be approximated linearly in order
to simplify the analysis. Since the area with fill in Fig. 15 is
just the total charges stored in capacitor CL, we can obtain

I
tov
CL + I

tin
CL

2
(tin − tov) + I

tin
CL[tr − (tin − tov)] =

VDD

2
CL. (25)

Therefore, we can derive the expression for tr as

tr =
VDDCL + (Itin

CL − I
tov
CL)(tin − tov)

2I
tin
CL

(26)

where I
tov
CL, I

tin
CL are the load currents flowing through CL at the

times tov, tin in Fig. 15, respectively. Here, I
tov
CL can be obtained

using (11). Commonly the PMOS transistor works in saturated
region because |VGS − VTP | < VDS . Thus, the current I

tin
CL can

be approximated as the current ID0 of PMOS transistor. Then
substituting (23) and (26) into (3), we can obtain the delay
time of CMOS inverter.

In some cases, for example, when the load capacitance
becomes very small or the input signal transition time is very
slow, the t50 obtained using (23) and (26) will be smaller than
tin. Then the load current is difficult to predict, and the above
analysis is not accurate to calculate the rise time. However, as
described in [1], the rise time tr is linearly changed with the
input transition time tin. Fig. 16 shows the rise time tr versus
the input transition time tin using the same 32 nm PTM model.
It is seen that the rise time tr almost increases linearly with
tin. Fig. 16 indicates that the linear approximation is close to
the simulation results. Therefore, the rise time tr for tin > t50

can be approximately expressed as

tr = t0
r + κ(tin − t0

in) (27)
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Fig. 16. Rise time tr versus input signal transition time tin.

Fig. 17. Comparison of the proposed method and SPICE simulation for
various gate drive ability with 32 nm PTM LP model.

where t0
r is the rise time that the input transition time tin is

equal to t50. Actually, the parameter κ is almost constant and
can be obtained with two rise time points as

κ =
t0
r − t1

r

t0
in − t1

in

(28)

t1
r are another rise time point for an input signal t1

in which is
smaller than t50. Substituting (23) and (27) into (3), the delay
time is then obtained for tin > t50.

B. Simulation Results

The proposed analytical delay model is first verified with
32 nm PTM high-k/metal-gate models for high-performance
applications (PTM HP) and for low-power applications (PTM
LP) [21], [22].

Fig. 17 shows the comparisons with various NMOS widths
from 80 nm to 800 nm with 32 nm PTM LP model. Fig. 18
shows the comparison with respect to the various capacitive
load from 0.02 pF to 0.24 pF with 32 nm PTM HP model. From
Figs. 17 and 18, it is known that the proposed model is close to
SPICE simulation to predict the inverter delay time for various
simulation conditions.

The following shows the comparisons of the proposed
model with the conventional method in [12] and SPICE
simulation. Note that the step input delay times in [12] are
obtained from SPICE simulation results. Also pseudoempirical
coefficients for delay model are extracted from simulations.

Fig. 18. Comparison of the proposed method and SPICE simulation for
various capacitive loads with 32 nm PTM HP model.

Fig. 19. Comparison of the proposed method, SPICE simulation and [12]
for various gate drive ability.

Fig. 20. Comparison of the proposed method, SPICE simulation, and [12]
for various capacitive loads.

Fig. 21. Comparison of the proposed method with SPICE, [12], and the
simple model for various input signal transition times.
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Fig. 22. CMOS inverter with capacitive load and its switch-resistor model.

Fig. 19 shows the comparison with various NMOS widths
from 0.2 µm to 2.2 µm. The capacitive load is 0.02 pF and the
input transition time is 100 ps. From Fig. 19, it can be seen
that the proposed model is close to the SPICE simulation. The
average error of the proposed model to predict the delay time
is 3.24% while the average error of the delay model in [12]
is 6.52%.

Fig. 20 shows the comparison with respect to the various
capacitive loads from 0.02 pF to 0.24 pF. The input signal
transition time is 50 ps and the size of inverter is that Wp/Wn =
4 µm/2 µm with Ln = Lp = 40 nm. The error of the proposed
model is within 1.71%. If the conventional method in [12] is
used, the error is from 6.71% to 19.57%.

Fig. 21 shows the comparison with various input signal
transition times from 20 ps to 220 ps. In Fig. 21, the sizes
of inverter transistors are Wp/Wn = 4 µm/2 µm and the
capacitive load CL is 0.05 pF. From Fig. 21, it can be inferred
that the proposed method is close to the SPICE simulation
with 3.66% average error. The method using the overshooting
model in [12] has a 9.66% average error with the increase of
the input signal transition time.

From Figs. 19–21, it can be seen that the delay time can be
reduced greatly by using large inverter sizes. The delay time
increases with respect to capacitive load and input transition
time. Since the proposed overshooting effect model is close
to SPICE simulation results very well, the proposed analytical
model can accurately predict the delay time of CMOS inverter
in nanometer technologies.

V. Switch-Resistor Model

In this section, the application of the proposed overshooting
time model is discussed to improve the accuracy of the switch-
resistor model.

Fig. 22 shows a CMOS inverter driving capacitive loads.
The inverter can be modeled as a linear resistor with ramp
input voltage for CMOS VLSI circuit analysis, which is
called as switch-resistor model. With the scaling of CMOS
technology into the nanometer regime, the overshooting time
increases and becomes one of the most important parts of
CMOS gate output waveform. In [19], the authors proposed a
generalized CMOS gate delay model where a shift time t0 is

Fig. 23. Improved switch-resistor model.

Fig. 24. SPICE simulation and the predictions of the improved switch-
resistor model.

Fig. 25. Simulation results of the improved switch-resistor model to predict
the output waveform of an inverter with various capacitive loads.

added to ramp input signal to improve the switching-resistor
model. Similar work was also done in [20]. However, the shift
time t0 is not given.

In this paper, the accuracy of the switch-resistor model
is improved while the overshooting effect is considered as
shown in Fig. 23. For a ramp input signal Vin(t) with tin
applied to CMOS inverter, the input signal in the improved
model is changed as V ′

in(t) composed of a shift time tov and
the ramp input with the same tin. For the improved model,
firstly tov is obtained using the proposed model to calculate
the overshooting time.

Fig. 24 shows the comparison of SPICE simulation and the
improved switch-resistor model to predict the output waveform
of an inverter with capacitive loads. Note that the linear
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resistor in the switch-resistor model is derived by using the
SPICE simulation results. From Fig. 24, it can be seen that
the improved switch-resistor model can accurately predict the
inverter output waveform. Here, the same 32 nm PTM model
is utilized in the simulation results.

Fig. 25 shows the simulation results of the inverter when
capacitive loads are 0.08 pF, 0.14 pF and 0.25 pF, respectively.
From Fig. 25, it can be seen that the switch-resistor model
can capture the output waveform of the CMOS inverter with
various capacitive loads.

Therefore, the switch-resistor model with the proposed
overshooting effect model can be used to predict the output
waveform of CMOS inverters. Moreover, the accuracy of
switch-models can be enhanced with the assistance use of the
transistor-level parameters.

VI. Conclusion

The overshooting effect becomes much larger and cannot be
neglected for VLSI analysis with the scaling of CMOS tech-
nology into nanometer. In this paper, an effective analytical
model has been proposed to estimate the overshooting time for
the CMOS inverter delay analysis in nanometer technologies.
The accuracy of the proposed model has been proved to greatly
agree with SPICE simulation results. Moreover, based on the
proposed overshooting time model, an analytical gate delay
model has been presented, which is verified to be agreement
with SPICE results very well. Furthermore, the accuracy of
the switch-resistor model has been improved to predict the
inverter output waveform.
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