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SUMMARY Simple closed-form expressions for efficiently calculating
on-chip interconnect capacitances are presented. The formulas are ex-
pressed with second-order polynomial functions which do not include ex-
ponential functions. The runtime of the proposed formulas is about 2–10
times faster than those of existing formulas. The root mean square (RMS)
errors of the proposed formulas are within 1.5%, 1.3%, 3.1%, and 4.6% of
the results obtained by a field solver for structures with one line above a
ground plane, one line between ground planes, three lines above a ground
plane, and three lines between ground planes, respectively. The proposed
formulas are also superior in accuracy to existing formulas.
key words: capacitance formula, capacitance calculation, capacitance
extraction, interconnect capacitance

1. Introduction

In ASIC/SoC design, interconnects have taken a significant
role in timing closure. Estimating parasitic interconnect ca-
pacitance easily and accurately is becoming more and more
essential. Many closed-form expressions for calculating in-
terconnect capacitances have been reported [1]–[7]. In our
experience with real LSI designs, we have effectively uti-
lized such capacitance formulas for a long time, especially
Sakurai-Tamaru model [1]. Some of the existing formulas
are limited to a structure with one line above a ground plane
[5]–[7]. Comparisons of capacitances obtained by some
formulas have been also reported [8], [9]. Crosstalk noise,
which is the main issue for on-chip signal integrity, has be-
come more and more significant. The models of Sakurai
et al. [1], [2] are adjusted to account for structures with two
and three parallel lines by considering the coupling capaci-
tance. These models, however, apply only to a ground plane
below parallel lines. Models for ground planes above and
below three parallel lines have been developed by Chern et
al. [3] and Wong et al. [4]. A technique for efficiently ex-
tracting interconnect capacitances of VLSI circuits in a de-
sign flow has also been reported [10]. Most of the formulas
in the above papers are expressed as exponential functions

Manuscript received March 14, 2005.
Manuscript revised June 9, 2005.
Final manuscript received August 2, 2005.
†The authors are with STARC, Yokohama-shi, 222-0033

Japan.
††The author is with Osaka University, Suita-shi, 565-0871

Japan.
†††The author is with Meitec Corp., Tokyo, 104-0061 Japan.
††††The authors are with Waseda University, Kitakyushu-shi, 808-

0135 Japan.
a) E-mail: kurokawa@starc.or.jp

DOI: 10.1093/ietfec/e88–a.12.3453

or with complicated decimal orders. Moreover, the results
calculated by using the existing formulas may include with
more than 50% error. With the evolution of technology, the
geometries of cross-sectional structures are changing. Exist-
ing formulas often cover the typical geometries when they
were developed. Therefore, the coefficients in the formu-
las could be improved in accuracy by refitting according to
recent wire structures.

In this paper, we present simple closed-form expres-
sions for efficiently calculating on-chip interconnect capac-
itances. For the structures of one line above a ground plane,
one line between ground planes, and three lines between
ground planes, we create four formulas. These formulas are
expressed as polynomial functions of second-order, without
complicated exponential functions. The formulas were ob-
tained by using the response surface methodology (RSM)
[11]–[13]. In general, a low-order polynomial approxima-
tion function can achieve high accuracy when the range of
each parameter is narrow. In the structures of three lines, the
coupling capacitance becomes very small as the spacing be-
comes large. According to our experiences, a second-order
polynomial function can not give reasonably accurate capac-
itance when the parameter range of interconnect structure is
wide. We thus limited the applicable range of formulas to
triple spacing (double pitch) from a viewpoint of practical
use. The double pitch is generally used for crosstalk noise
avoidance, and is included in the valid range of the proposed
formulas. On the other hand, as the spacing becomes larger
than triple spacing, the accuracy gets worse and unaccept-
able. However, when spacing between lines is very wide,
the capacitance for three lines is close to that for one line.
Though the valid range of structural parameters is limited,
the formulas are useful for calculating interconnect capaci-
tances for the most cases of crosstalk noise analysis, IR-drop
analysis, interconnect design for high-speed signal propaga-
tion, and so on. The proposed formulas have the following
advantages:

• Simple expressions with second-order polynomials,
which yield shorter calculation time.
• Including a structure with one line between ground

planes, which has not yet been reported.
• Compatibility with current and future technologies.
• Reasonable accuracy (higher than most existing formu-

las).
• Easy differentiation that is suitable for wire geometry
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optimization and variational analysis for manufactur-
ing fluctuation.

The remainder of the paper is organized as follows.
Section 2 reviews interconnect capacitances and existing
closed-form recessions. Section 3 presents a set of formu-
las for interconnect capacitance obtained by RSM. Section 4
shows experimental results demonstrating comparisons with
the existing formulas, and we conclude the paper in Sect. 5.

2. Preliminaries

Before introducing the proposed formulas, we discuss exist-
ing formulas and interconnect structures. We also analyze
the sensitivity of interconnect capacitance with respect to
each geometric parameter.

2.1 Interconnect Structures

Figure 1 shows cross sections of typical interconnect struc-
tures, where w is the line width, t is the thickness, h is
the height and s is the spacing. The formulas presented in
this paper focus on the four structures shown in the figure.
The structures, consisting of one line above a ground plane,
one line between ground planes, three lines above a ground
plane, and three lines between ground planes, are designated
as 1L1G, 1L2G, 3L1G, and 3L2G, respectively. Table 1 lists
the interconnect parameters of ITRS 90–22 nm technologies
[14]. The aspect ratio is calculated assuming that the wire
width is a minimum at each layer. This work aims to de-
velop simple yet accurate closed-form expressions that can
cover the interconnect geometries in Table 1.

(a) (b)

(c) (d)

Fig. 1 Interconnect structures: (a) one line above a ground plane (1L1G),
(b) one line between ground planes (1L2G), (c) three lines above a ground
plane (3L1G), and (d) three lines between ground planes (3L2G).

Table 1 Aspect ratios of interconnect structures of ITRS 90–22 nm tech-
nologies.

Year 2004 2007 2010 2013 2016

Technology
(nm) 90 65 45 35 22

Wire A/R 1.7–2.1 1.7–2.2 1.8–2.3 1.9–2.4 2.0–2.5

Via A/R 1.5–1.9 1.6–2.0 1.6–2.1 1.7–2.2 1.8–2.3

2.2 Existing Formulas

Many formulas for calculating interconnect capacitances
have been reported [1]–[7]. The accuracy of capacitance
formulas for one line above a ground plane in Fig. 1(a) was
compared in [8]. However, the accuracy of capacitance for-
mulas for three lines was not compared yet. For example,
formulas for three lines above a ground plane (3L1G) in
Fig. 1(c) are as follows.

Sakurai et al. models [1], [2] for 3L1G are
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Cg=Ct − 2Cc, (3)

where the relative error for Ct is less than 10% for 0.3 <
t/h < 10, 0.3 < w/h < 10, and 0.5 < s/h < 10, and the
relative error for Cc is less than 15% for 0.3 < t/h < 3,
0.3 < w/h < 3, and 0.3 < s/h < 3.

Chern et al. models [3] are
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Ct=Cg + 2Cc, (6)

where the valid ranges are 0.3 ≤ t/h ≤ 10, 0.3 ≤ w/h ≤ 10,
and 0.3 ≤ s/h ≤ 10.

Wong et al. models [4] are

Cg=ε · l ·
[
w

h
+ 2.217

(
s

s + 0.702h

)3.193

+ 1.171

(
s

s + 1.510h

)0.7642( t
t + 4.532h

)0.1204]
, (7)

Cc=ε · l ·
[
1.144

(
t
s

)(
h

h + 2.059s

)0.0944

+ 0.7428

(
w

w + 1.592s

)1.144

+ 1.158

(
w

w + 1.874s

)0.1612( h
h + 0.9801s

)1.179]
, (8)



KUROKAWA et al.: SECOND-ORDER POLYNOMIAL EXPRESSIONS FOR ON-CHIP INTERCONNECT CAPACITANCE
3455

Table 2 Efficient ranges of the existing formulas described in each paper.

Structure Formula Capacitance Range

1L1G Sakurai et al. [1] Ct 0.3 < t
h < 30, 0.3 < wh < 30

Elmasry [5] Ct —

Yuan et al. [6] Ct —

Meijs et al. [7] Ct
t
h ≤ 10, 0.3 ≤ wh

3L1G Sakurai [2] Ct 0.3 < t
h < 10, 0.3 < wh < 10, 0.5 < s

h < 10

Cc 0.3 < t
h < 3, 0.3 < wh < 3, 0.3 < s

h < 3

Chern et al. [3] Cg, Cc 0.3 ≤ t
h ≤ 10, 0.3 ≤ wh ≤ 10, 0.3 ≤ s

h ≤ 10

Wong et al. [4] Cg, Cc 0.15 < t < 1.2, 0.16 < h < 2.71, 0.16 < s < 10, 0.16 < w < 2

3L2G Chern et al. [3] Cg, Cc 0.3 ≤ t
h ≤ 10, 0.3 ≤ wh ≤ 10, 0.3 ≤ s

h ≤ 10

Wong et al. [4] Cg, Cc 0.15 < t < 1.2, 0.16 < h < 2.71, 0.16 < s < 10, 0.16 < w < 2

Ct=Cg + 2Cc, (9)

where the ranges are 0.15 < t < 1.2, 0.16 < h < 2.71,
0.16 < s < 10, and 0.16 < w < 2 with units of micrometers.

Here, Cg is the ground capacitance, Cc is the coupling
capacitance, ε is the permittivity, l is the line length, and the
unit of Cg and Cc is Farad. Table 2 lists the effective ranges
of existing formulas described in each paper. The applicable
interconnect structures of these formulas seem to include a
large variety at a glance, however, some basic interconnect
structures in recent advanced technologies are not covered.
For example, in Sakurai and Chern models, due to high as-
pect ratio as shown in Table 1, the structure with minimum
spacing in the second metal layer above a ground plane is
out of effective range. On the other hand, the proposed for-
mulas are derived based on the prediction in ITRS roadmap,
and hence the compatibility of the proposed formulas with
advanced technologies is advantaged.

Another advantage of the proposed formulas is less
computational cost, which comes from expressions com-
posed of second-order polynomials, whereas existing for-
mulas include complicated exponential functions. The run-
time and accuracy of existing formulas are compared with
those of the proposed formulas in Sect. 4.

3. Proposed Formulas

In this section, we present the new formulas for calculating
interconnect capacitance.

3.1 Sensitivity Analysis for Predictor Variable Selection

To create capacitance formulas with higher accuracy, it is
important to understand the sensitivity of the interconnect
capacitance with respect to parameter variations in each
structure. In this subsection, by using the intermediate in-
terconnect parameters of ITRS 90-nm technology, we clar-
ify the sensitivity characteristics of the interconnect capaci-
tance. Figure 2 shows the results of sensitivity analysis for
various parameters obtained by a field solver [15] for the

(a) (b)

(c) (d)

Fig. 2 Results of sensitivity analysis for each type of interconnect pa-
rameter variation: (a) dependence on w, (b) dependence on t, (c) depen-
dence on h, and (d) dependence on s.

3L2G structure shown in Fig. 1(d). Cg is the ground capac-
itance between the objective line and the ground plane. Cc

is the coupling capacitance between the objective line and
the neighboring line. We can observe the following rela-
tionships for each parameter:

• The ground capacitance, Cg, increased almost linearly
with w, did not vary with t, decreased in inverse pro-
portion to h, and increased slightly with s.
• The coupling capacitance, Cc, did not vary with w, in-

creased almost linearly with t, increased slightly with
h, and decreased in inverse proportion to s.

The results of the sensitivity analysis were utilized in deter-
mining the predictor variables required for developing the
new formulas for interconnect capacitance.

3.2 Applicable Structures

If the geometric parameters of the cross sections in two in-
terconnect structures have a similarity relationship, the ca-
pacitances are the same. Figure 3 shows illustrations of an
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(a) (b)

Fig. 3 Capacitances of similar cross sections: (a) an original structure,
and (b) the same structure shrunk by a factor of γ.

Table 3 Applicable ranges of the proposed formulas.

Parameter Applicable
range

Values used for
analysis

Width, w 1–10 1 steps

Thickness, t 1.5–3 0.5 steps

Height, h 1.5–20 0.5 steps

Spacing, s 1–3 0.5 steps

original cross section and the same cross section shrunk by
a factor of γ. The respective values of Cg and Cc in Fig. 3(a)
are the same as those in Fig. 3(b). Based on such relation-
ships, we can create dimensionless capacitance formulas
that are independent of the physical values of the intercon-
nect parameters. Table 3 lists the values of the geometric
parameters used in our analysis and the applicable ranges
of the developed formulas. The values are relative ratios
(dimensionless). The applicable structures in Table 3 cor-
respond to the current and future technologies listed in Ta-
ble 1.

3.3 Creation of New Formulas

The proposed formulas are expressed as polynomial func-
tions obtained by the response surface methodology. The
response surface function (RSF) essentially corresponds to
Taylor expansion of an exact function. The general form of
the RSF is

y = β0 +

k∑
i=1

βi xi +

k∑
i=1

k∑
j≥i

βi j xix j + · · · , (10)

where β is the coefficient, x is the predictor variable, and
k is the number of variables. We develop the capacitance
formulas by using the terms up to the second order. The ca-
pacitance formulas are created by the following procedure:

1. Determine the cross-sectional structures and parameter
ranges.

2. Extract the capacitances of each structure by using a
field solver.

3. Fit the coefficients of each second-order polynomial by
using the RSM.

4. Eliminate the variables that hardly influence the capac-
itance value according to the results of regression anal-
ysis.

5. Determine the formulas for each structure.

The forms of the predictor variables are determined based

Fig. 4 Results of regression analysis for a coupling capacitance formula.

on the physics and the results of the sensitivity analysis
shown in Fig. 2. For example, we determined that the set
of predictor variables for the structure shown in Fig. 1(d) is
(w, t, 1/h, s) for Cg and (w, t, h, 1/s) for Cc. The basic forms
for the capacitances are

Cg = ε · l · f (w, t, 1/h, s), (11)

Cc = ε · l · g(w, t, h, 1/s), (12)

Ct = 2(Cg + Cc), (13)

where ε is the dielectric permittivity, l is the line length, and
Ct is the total capacitance. The full quadratic polynomial
function, g0(w, t, h, 1/s) for Cc is

g0(w, t, h, 1/s) = β0 + β1
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where α is the factor for converting the dimensions. It is
important that the values converted by α are within the ratios
shown in Table 3. In general, α should be the minimum
line width in the objective metal layer. As the expression
of (14) is redundant, we eliminate the terms that have small
sensitivity. As a result, the terms of β2, β11, β12, β14, β22,
β23, and β34 are eliminated. Figure 4 plots the results of
regression analysis for the improved g(w, t, h, 1/s) formula.
The adjusted R (multiple correlation coefficient) square was
0.99, indicating a very high degree of parameter fitting.

3.4 Set of Proposed Formulas

We now present the developed set of formulas for intercon-
nect capacitance. Tables 4 and 5 list the coefficients of each
formula.
Capacitance for one line (1L1G, 1L2G):
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Capacitances for three lines (3L1G, 3L2G):

Cg = ε · l ·
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If the heights of top ground layer and bottom ground layer
are divided by ht and hb, respectively, Eq. (15) for 1L2G
structure is reused as follows:
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Similarly, Eqs. (16) and (17) for 3L2G become as follows:
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Table 4 Coefficients of the formulas for one line.

Coefficients for Cg

Name
Value

1L1G 1L2G

β0 1.1 0.639

β1 0.0867 0.0248

β2 0.106 0.066

β3 4.03 1.83

β11 −0.00381 −0.00116

β13 1.03 0.98

β23 0.305 0.345

β33 −3.29 −1.48

Table 5 Coefficients of the formulas for three lines.

Coefficients for Cg Coefficients for Cc

Name
Value

Name
Value

3L1G 3L2G 3L1G 3L2G

β0 0.251 0.119 β0 −0.318 −0.779

β1 0.00113 −0.02025 β1 0.0469 −0.00206

β3 0.294 0.143 β3 0.0781 0.143

β4 0.0574 0.0297 β4 1.63 1.77

β11 0.0000426 0.000696 β13 0.00206 0.0042

β13 1.01 1.02 β24 1.01 1

β14 −0.00136 0.000885 β33 −0.00273 −0.00512

β34 0.615 0.575 β44 −0.608 −0.66
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The capacitances of these formulas have a unit of Farad. The
valid ranges with relative ratios of each parameter as shown
in Table 3 are 1 ≤ w ≤ 10, 1.5 ≤ t ≤ 3, 1.5 ≤ h ≤ 20, and
1 ≤ s ≤ 3.

4. Evaluation of Runtime and Accuracy

We now demonstrate the validity of the proposed formulas.
First, we compare the runtime required to calculate capaci-
tances by using each formula. The evaluation has been ex-
ecuted on SunOS 5.6 (Ultra-80) with C language. The rela-
tive runtime values are computed assuming that the cputime
by the proposed formula for 1L1G is one. For 3L1G and
3L2G, the total time of Ct, Cg, and Cc by each formula
is evaluated. Table 6 shows the results of the relative run-
time. We can see that the runtime of the proposed formulas
is about 2–10 times shorter than those of existing formulas.

Next, we compare the accuracies of the proposed for-
mulas and existing formulas. We evaluate the estimation
error from the field solver results. Figure 5 plots the esti-
mation error of ground capacitance Cg in 3L1G structure in
Fig. 1(c). Similarly, Fig. 6 shows the results for coupling
capacitance Cc in 3L1G structure. Figures 5(a)–(c) and
6(a)–(c) represent the estimation errors by Sakurai, Chern
and Wong formulas, respectively. The geometric parame-
ter range of interconnect structure for experiments is deter-
mined formula by formula such that both the proposed for-
mula and the target formula are valid. Figures 5(d)–(f) and
6(d)–(f) show the estimation errors of the proposed formu-

Table 6 Relative runtime of each formula.

Structure Formula Relative runtime

1L1G Sakurai et al. [1] 2.5

Elmasry [5] 2.4

Yuan et al. [6] 2.4

Meijs et al. [7] 3.4

Proposed 1.0

1L2G Proposed 1.1

3L1G Sakurai [2] 14.3

Chern et al. [3] 17.1

Wong et al. [4] 16.2

Proposed 1.7

3L2G Chern et al. [3] 13.1

Wong et al. [4] 11.6

Proposed 1.7
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(a) (b) (c)

(d) (e) (f)

Fig. 5 Comparison of the Cg errors obtained by each formula for the
3L1G structure shown in Fig. 1(c): (a) Sakurai [2] in the range of No.4 in
Table 7, (b) Chern et al. [3] in the range of No.5 in Table 7, (c) Wong et
al. [4] in the range of No.6 in Table 7, (d) proposed formula in the range of
No.4 in Table 7, (e) proposed formula in the range of No.5 in Table 7, and
(f) proposed formula in the range of No.6 in Table 7.

(a) (b) (c)

(d) (e) (f)

Fig. 6 Comparison of the Cc errors obtained by each formula for the
3L1G structure shown in Fig. 1(c): (a) Sakurai [2] in the range of No.4 in
Table 7, (b) Chern et al. [3] in the range of No.5 in Table 7, (c) Wong et
al. [4] in the range of No.6 in Table 7, (d) proposed formula in the range of
No.4 in Table 7, (e) proposed formula in the range of No.5 in Table 7, and
(f) proposed formula in the range of No.6 in Table 7.

las in the same parameter sets with (a-c) respectively, i.e.
(a) and (d), (b) and (e), and (c) and (f) are evaluated in the
same parameter range. The parameter ranges used for the
experiments are summarized in Table 7.

We can see that the accuracy of the proposed formulas
are superior to those of Sakurai, Chern and Wong formulas.
Even for the structures in which existing formulas are valid,
the estimation error can be above 30%, and it is unaccept-
ably large.

Figure 7 plots the results of the total capacitance errors
for the 3L2G structure in Fig. 1(d). The errors of the pro-
posed formulas are smaller than those of Chern and Wong
formulas. Tables 8–10 list the maximum errors and RMS er-

(a) (b)

(c) (d)

Fig. 7 Error distribution of the Ct obtained by each formula for the 3L2G
structure shown in Fig. 1(d): (a) Chern et al. [3] in the range of No.5 in
Table 7, (b) Wong et al. [4] in the range of No.6 in Table 7, (c) proposed
formula in the range of No.5 in Table 7, and (d) proposed formula in the
range of No.6 in Table 7.

rors of each formula in each common range. In most cases,
the proposed formulas are superior to existing formulas in
accuracy.

Figure 8 shows the error distributions of the proposed
formulas in the range of Table 3. Table 11 summarizes the
accuracy of the proposed formulas. The maximum error of
the formula for 1L1G is 4.6% and smaller than the other
formulas. The maximum error of our formula for 1L2G is
5.9% and the accuracy is reasonable. The RMS errors of
the proposed formulas for Cg and Cc are 2.0% and 3.1%
for 3L1G, and 2.1% and 4.6% for 3L2G, respectively. The
proposed formulas are simpler expressions, yet attain higher
accuracy in the ranges shown in Table 3.

Here, we summarize features of the proposed formu-
las. First, we describe the valid ranges again. The valid
ranges are 1 ≤ w ≤ 10, 1.5 ≤ t ≤ 3, 1.5 ≤ h ≤ 20,
and 1 ≤ s ≤ 3. The accuracies within the ranges are, in
each maximum error, about 4.6%, 5.9%, 11.3%, and 23.6%
for 1L1G, 1L2G, 3L1G, and 3L2G as shown in Table 11.
The accuracy is not guaranteed when structural parameters
are out of range, and especially the accuracy is sensitive to
spacing parameter. That is, the disadvantage is that appli-
cable spacing range for three lines is narrow and is limited
up to double pitch. The advantages are that 1) calculation
time is 2.4 times faster than existing formulas as shown in
Table 6, 2) formulas for a structure with one line between
ground planes, which has not yet been reported, were also
presented, 3) formulas correspond to interconnect structures
for current and future technologies, 4) accuracy are reason-
able and higher than most existing formulas in our range,
and 5) formulas can be easily differentiated, which is suit-
able for wire geometry optimization and variational analy-
sis for manufacturing fluctuation, because of second-order
functions.
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Table 7 Parameter ranges used for accuracy comparison. For each parameter value, h, t, and s are
0.5 steps and w is 1 steps.

Structure Formula Range # of structures Range No.

1L1G Sakurai et al. [1] 1.5 ≤ h ≤ 3 & 1.5 ≤ t ≤ 3 & 1 ≤ w ≤ 10 448 1

3.5 ≤ h ≤ 4.5 & 1.5 ≤ t ≤ 3 & 2 ≤ w ≤ 10

5 ≤ h ≤ 6.5 & 2 ≤ t ≤ 3 & 2 ≤ w ≤ 10

7 ≤ h ≤ 8 & 2.5 ≤ t ≤ 3 & 3 ≤ w ≤ 10

8.5 ≤ h ≤ 9.5 & t = 3 & 3 ≤ w ≤ 10

Elmasry [5] 1.5 ≤ h ≤ 20 & 1.5 ≤ t ≤ 3 & 1 ≤ w ≤ 10 1520 2

Yuan et al. [6]

Meijs et al. [7] 1.5 ≤ h ≤ 3 & 1.5 ≤ t ≤ 3 & 1 ≤ w ≤ 10 1112 3

3.5 ≤ h ≤ 6.5 & 1.5 ≤ t ≤ 3 & 2 ≤ w ≤ 10

7 ≤ h ≤ 10 & 1.5 ≤ t ≤ 3 & 3 ≤ w ≤ 10

10.5 ≤ h ≤ 13 & 1.5 ≤ t ≤ 3 & 4 ≤ w ≤ 10

13.5 ≤ h ≤ 16.5 & 1.5 ≤ t ≤ 3 & 5 ≤ w ≤ 10

17 ≤ h ≤ 20 & 1.5 ≤ t ≤ 3 & 6 ≤ w ≤ 10

3L1G Sakurai [2] h = 1.5 & 1.5 ≤ t ≤ 3 & 1 ≤ w ≤ 4 & 1 ≤ s ≤ 3 674 4

h = 2 & 1.5 ≤ t ≤ 3 & 1 ≤ w ≤ 5 & 1.5 ≤ s ≤ 3

h = 2.5 & 1.5 ≤ t ≤ 3 & 1 ≤ w ≤ 7 & 1.5 ≤ s ≤ 3

h = 3 & 1.5 ≤ t ≤ 3 & 1 ≤ w ≤ 8 & 2 ≤ s ≤ 3

h = 3.5 & 1.5 ≤ t ≤ 3 & 2 ≤ w ≤ 10 & 2 ≤ s ≤ 3

4 ≤ h ≤ 4.5 & 1.5 ≤ t ≤ 3 & 2 ≤ w ≤ 10 & 2.5 ≤ s ≤ 3

5 ≤ h ≤ 5.5 & 2 ≤ t ≤ 3 & 2 ≤ w ≤ 10 & s = 3

3L1G Chern et al. [3] 1.5 ≤ h ≤ 3 & 1.5 ≤ t ≤ 3 & 1 ≤ w ≤ 10 & 1 ≤ s ≤ 3 1747 5

3L2G 3.5 ≤ h ≤ 5 & 1.5 ≤ t ≤ 3 & 2 ≤ w ≤ 10 & 1.5 ≤ s ≤ 3

5.5 ≤ h ≤ 6.5 & 2 ≤ t ≤ 3 & 2 ≤ w ≤ 10 & 2 ≤ s ≤ 3

7 ≤ h ≤ 8 & 2.5 ≤ t ≤ 3 & 3 ≤ w ≤ 10 & 2.5 ≤ s ≤ 3

8.5 ≤ h ≤ 10 & t = 3 & 3 ≤ w ≤ 10 & s = 3

Wong et al. [4] 1.5 ≤ h ≤ 16 & 1.5 ≤ t ≤ 3 & 1 ≤ w ≤ 10 & 1 ≤ s ≤ 3 7152 6

16.5 ≤ h ≤ 20 & 1.5 ≤ t ≤ 3 & 2 ≤ w ≤ 10 & 1.5 ≤ s ≤ 3

Table 8 Accuracy comparison for the 1L1G.

Range No.
Formula

Ct error (%)

in Table 7 Max RMS

1
Sakurai et al. [1] −4.1 1.8

Proposed 3.9 1.2

2
Elmasry [5] −87.3 61.2

Yuan et al. [6] −16.8 7.7

Proposed 4.6 1.5

3
Meijs et al. [7] −4.7 0.8

Proposed 4.6 1.5

5. Conclusions

We have presented simple formulas for calculating intercon-
nect capacitance. The formulas are expressed with second-
order polynomial functions. The results obtained by the pro-

posed formulas exhibit good accuracy.
The formulas for three lines presented in this paper are

applicable for up to double spacing. To widen applicable
parameter ranges using low-order polynomial function, for
example, some formulas whose valid ranges are well sepa-
rated are required. Our future work is to develop formulas
of higher accuracy and more practical use.
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