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Abstract—Power supply noise is having increasingly more influ-
ence on timing, even though noise-aware timing analysis has not
yet been fully established, because of several difficulties such as
its dependence on input vectors and dynamic behavior. This paper
proposes static timing analysis that takes power supply noise into
consideration where the dependence of noise on input vectors
and spatial and temporal correlations are handled statistically.
We construct a statistical model of power supply voltage that
dynamically varies with spatial and temporal correlation, and
represent it as a set of uncorrelated variables. We demonstrate that
power-voltage variations are highly correlated and adopting prin-
cipal component analysis as an orthogonalization technique can
effectively reduce the number of variables. Experiments confirmed
the validity of our model and the accuracy of timing analysis. We
also discuss the accuracy and CPU time in association with the
reduced number of variables.

Index Terms—Gaussianization, power supply noise, principal
component analysis, statistical timing analysis.

I. INTRODUCTION

MANUFACTURING variability in the nanometer-
technology era has caused significant fluctuations in

circuit performance, and variation-aware timing analysis has
been intensively studied [2]–[4]. In addition, timing verification
taking power/ground noise into consideration has been eagerly
anticipated. Power supply noise is expected to become an
increasingly more serious problem in timing in the future
because of increasing current consumption and decreased
power supply voltage. A severe obstacle to noise-aware timing
analysis is the difficulty of identifying the worst-case noise
for timing. Power supply noise depends on given input signals
and internal register states, and it changes within a clock
cycle, as well as cycle by cycle. As the circuit scale increases,
combinations of input signals and register states increase
exponentially, which makes it prohibitively expensive to find
the actual worst-case noise.

Dynamic timing simulation with a power/ground network
and input patterns can provide timing information with noise.
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However, dynamic timing analysis cannot cover all paths, and
only verifies part of the path delays, which is a well-known
drawback. Even if a test pattern that maximizes voltage drop is
found, the vector does not necessarily correspond to the worst-
case for timing, because the circuit structure and the layout are
also associated with the timing. Preparing effective test vectors
for verifying noise-aware dynamic timing is computationally
expensive, and it is impossible to solve this within practical time
limits.

To consider what impact power/ground noise has on timing,
static timing analysis (STA) is commonly undertaken assuming
that a constant (dc) voltage drop, e.g., the maximum voltage
variation, is applied to all gates. This approach is computation-
ally efficient, but there is no systematic way of determining the
voltage drop without being optimistic or too pessimistic. When
the maximum voltage drop is applied to all gates, the estimated
timing is too pessimistic, which causes a timing convergence
problem and overdesign. To solve this problem, timing analysis
that takes dynamic voltage variations into account has been
proposed [5], [6], and some commercial tools are available.
However, it is necessary to obtain or assume worst-case noise,
which means the problem of the dependence of power supply
noise on the test pattern remains unsolved.

Although finding the exact worst-case noise for timing is
extremely difficult, designers have to quantitatively ensure that
the designed circuit will operate at the target frequency before
they fabricate it. Therefore, a systematic technique that can
be used to estimate not exact but realistic worst-case timing
is necessary. Path-based methods of estimating the maximum
delay have been proposed [7]–[9]. However, as these have to
be applied to many potential critical paths, the computational
cost could be extremely high. Recently, Pant and Blaauw [10]
proposed an approach to estimating the effect of power sup-
ply noise on timing by solving an optimization problem. The
problem was formulated as a nonlinear delay-maximization
problem under the given constraints of current consumption.
However, the circuit size they reported [10] was limited, and
its application to larger circuits was not clarified. Statistical
treatment has been introduced into power supply noise-aware
timing analysis [11]–[13] as another approach. Pant et al. [11]
estimated the voltage variations by convoluting statistically
modeled current consumption and the impulse response of a
power/ground network. Jiang and Chen [12] first derived the
average and standard deviation of all blocks and the correlation
coefficients between the blocks, and they then estimated the
delay. Kim and Walker [13] focused on the spatial correlation
of power supply noise and proposed using principal component
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Fig. 1. Overview of proposed approach.

analysis (PCA) to model power supply noise. The path-delay
distribution was then computed with uncorrelated variables.
We are familiar with the argument that timing failure due to
power supply noise must be verified deterministically, since
a certain input pattern inevitably causes problems. However,
precise verification in a vast input pattern and register state
space is impossible, and we thus believe that a statistical
approach would help designers to estimate timing performance
both quantitatively and systematically.

This paper proposes STA that takes dynamic power supply
noise into account. There is an overall flowchart of the proposed
method in Fig. 1, which statistically models power/ground
noise. Spatially and temporally correlated power supply noise
is transformed to uncorrelated variables by using orthogonal-
ization techniques, such as PCA and independent component
analysis (ICA). We then carry out statistical STA (SSTA) using
the derived statistical power/ground noise model. STA with a
statistical model of power supply noise with PCA has been
proposed by Kim and Walker [13]; however, as theirs was a
preliminary work, several important issues, such as the non-
Gaussian distribution shape of variables and dynamic voltage
fluctuations within the clock cycle, remain unsolved or have not
been addressed. Furthermore, reducing the number of variables
by using PCA due to the tight correlation between them has not
been aggressively exploited to reduce CPU cost in STA.

We experimentally demonstrated that PCA-based statistical
modeling with various distribution transformation techniques
(e.g., a Box-Cox transformation), if necessary, works well, even
though the distribution of power supply noise is not exactly
Gaussian. To take dynamic noise behavior within a clock cycle
into consideration, we propose discretizing the clock cycle into
several time slots, and assigning a random variable to each
time slot to construct a statistical model of dynamic power
supply noise. We focus on the observation that power supply
noise is highly correlated not only spatially but also temporally,
and model power supply noise with a small set of random
variables, which helps to reduce the CPU time to verify timing.
We also demonstrate that adaptive spatial discretization for
variable assignment reduces the PCA cost significantly. One
might think that SSTA with PCA is a well-known approach, but
this similarity is a huge advantage in retaining compatibility

Fig. 2. Different waveforms for power supply noise in space and time.

with conventional SSTA. The proposed method can easily be
integrated into SSTA tools for manufacturing variability, i.e.,
SSTA that easily includes both manufacturing variability and
power supply noise in a unified approach.

This paper assumes that information on power supply noise
needed for statistical modeling, including input vectors, has
been given. It is not generally easy to estimate power supply
noise. However, we think that sophisticated methods, such
as impulse response and convolution with logic simulation
results for estimating power and verifying functions [10] will
give us the information. Although the efficient preparation
of information, which includes mutual dependence between
power supply noise and manufacturing variability, is another
interesting research topic, it is beyond the scope of this paper.

This paper is organized as follows. Section II discusses
difficulties with timing analysis taking power supply noise
into consideration. We describe how we statistically modeled
power/ground voltage variations in Section III. Section IV ex-
plains the SSTA procedure with the proposed noise model. We
present the experimental results in Section V, and Section VI
concludes with a discussion.

II. DIFFICULTIES WITH NOISE-AWARE TIMING

ANALYSIS AND PROPOSED APPROACH

One problem when analyzing timing taking power supply
noise into account is that the maximum voltage drop does
not necessarily cause the worst-case delay. The supply voltage
changes spatially and temporally within a clock cycle as well as
cycle by cycle. The observation of power supply noise only may
not necessarily detect the timing failure due to power supply
noise, because the timing depends on the position of critical
paths as mentioned by Pant and Blaauw [10].

Fig. 2 shows an example where maximum voltage drop does
not always cause the worst delay. The solid lines represent the
power supply noise of cycle #(c) and the broken ones represent
those of cycle #(d). Let us suppose there is a critical path in area
A. In that case, the delay in cycle #(c) would be worse than that
in cycle #(d). However, if a critical path were located in area B,
it is unclear which cycle would be the worse-case for timing in
this chip. In area B, the noise of cycle #(c) delays gate switching
at the beginning of the clock cycle, whereas it has less effect on
switching in the latter half of the clock cycle. However, in cycle
#(d), switching in the latter half is greatly slowed down. Thus,
voltage fluctuations within a clock cycle can influence gate
delay much or less, depending on the switching timing, where
the switching timing is basically determined by the structure of
the circuit.

The noise waveform shape varies according to given input
vectors. As previously mentioned, the space in input vectors
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Fig. 3. Spatial correlation of power supply voltage.

Fig. 4. Spatial correlation of current consumption.

and internal logic states is extremely large and cannot be thor-
oughly examined. We thus statistically modeled power supply
noise while preserving the spatial and temporal correlation,
and applied it to SSTA. The proposed approach can solve the
problem described above, i.e., the position of critical paths and
the spatial and temporal difference in power supply noise can
be considered simultaneously. We report experimental results
in Section V that indicate maximum noise does not necessarily
involve worst-case delay.

PCA, which is an orthogonalization method, has a tremen-
dous advantage. Highly correlated Gaussian variables are trans-
formed into a small set of Gaussian variables with only a small
sacrifice of accuracy. Here, we present an example where power
supply noise is highly correlated in space. We evaluated the
power supply noise of a floating point unit (FPU) circuit in
a 1 × 1 mm2 area [14], and set 10 × 10 variables associated
with spatially divided 10 × 10 grids. Here, 10 × 10 grids
is a reasonable discretization to capture the spatial behavior.
With this discretization, the average error of average delay
estimated by SSTA is within 0.5% in our experiments, which
will be shown in Section V-C. Each variable represented the
cycle-average supply voltage on the VDD side at each grid.
The evaluation conditions were the same as those used in the
experiments described in Section IV. Fig. 3 is a histogram
of the correlation coefficients between variables. We can see
that variables are highly correlated, and 36.2% of coefficients
are above 0.9. We thus expected that a compact statistical
model with a small number of variables could be derived. A
small number of variables enabled us to carry out SSTA and
Monte Carlo simulations efficiently. However, when we chose
current consumption as a variable instead of supply voltage, the
correlation between the variables was weaker than the power
supply voltage, as shown in Fig. 4, and hence the number of
variables could not be efficiently reduced. Although current
consumptions at adjacent nodes were not greatly correlated, the
impedance of the power network strengthened the spatial corre-

Fig. 5. Spatial correlation between adjacent power supply voltages.

Fig. 6. Temporal correlation of power supply voltage.

Fig. 7. Example of dynamic noise waveform.

lation of power supply voltage. In other words, a current drawn
at a node flows through wire segments of power supply net-
work, and hence power supply noises at the wire segments have
a correlation because of the common current component. As the
wire segments become distant, the correlation becomes weaker
since the current waveform changes due to an intrinsic RC filter
and the portion of the common current component decreases.
Thus, power supply noise has a local spatial correlation, which
is shown in Fig. 5. We extracted the correlation coefficients
between adjacent variables from Fig. 3, and made the histogram
of Fig. 5. In this case, 92.8% of the coefficients are above 0.9.

Then, we evaluated temporal correlation and correlation
between power and ground of power supply noise. Power
supply noise was spatially divided into 10 × 10 and temporally
divided within a clock cycle into ten spans, then we assigned
the variables. Temporal correlation was obtained by assembling
correlation coefficients between variables which belong to iden-
tical area and different time span. Histogram of the temporal
correlation is shown in Fig. 6, which reveals power supply noise
has strong temporal correlation. As Fig. 7, once a voltage drop
arises, power supply voltage cannot regain the nominal voltage
promptly. It is because recharging parasitic and decoupling
capacitances which supply their charge to neighboring
switching gates is necessary and its RC time constant is usually
comparable to clock cycle. In addition, current consumption
has a certain amount of temporal correlation. Therefore,
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Fig. 8. Correlation between power and ground.

temporal correlation exists between temporally adjoining
variables. Then, correlation between power and ground was
evaluated by assembling correlation coefficients between
power and ground variables which correspond to identical
area and identical time span. In CMOS digital circuits, charge
supplied from power network is necessarily discharged to
ground. Therefore, when switching current at a power node
is large and the supply voltage fluctuates heavily, the current
at the corresponding ground tends to be large and the ground
voltage also fluctuates significantly. Consequently, power and
ground voltages are correlated. Fig. 8 is a histogram of the
correlation between power and ground, and also reveals strong
correlation. Thus, power supply noise modeling with PCA is
expected to operate efficiently.

When using PCA, we have to pay attention to the distribu-
tion shape of the variables, because PCA assumes a Gaussian
distribution. One problem with applying PCA to power-supply-
noise modeling is the non-Gaussian noise distribution, which
may cause unwanted modeling error. Solutions to this problem
include Gaussianizing the variables, e.g., Box-Cox transfor-
mation [15]. This transformation improves the Gaussianity of
the variable. We experimentally demonstrated that PCA-based
modeling is reasonable from the standpoint of practical use,
even though, strictly speaking, the distribution is not Gaussian.
When the variables are quite far from having a Gaussian
distribution, another orthogonalization technique, such as ICA,
should be applied, which is similar to that used by Singh and
Sapatnekar [4].

An advantage of the proposed method using variable or-
thogonalization is its compatibility with SSTA, which was
developed for manufacturing variability [2]–[4]. As the derived
statistical model of power supply noise is expressed similarly
to manufacturing variability, importing the noise effect into
SSTA is thus straightforward, even though handling within-
cycle voltage variations requires modifications. We can there-
fore undertake SSTA covering both the process and voltage
variations in a unified way. The proposed method presents the
possibility of providing new sign-off criteria that take both
manufacturing and voltage variations into account, even though
several other matters remain for further study, which will be
touched in Section V-F.

III. PROPOSED STATISTICAL MODELING

OF POWER SUPPLY NOISE

This section explains the proposed modeling of power supply
noise. After this, we will assume the distributions of power
supply voltage are Gaussian or they can be transformed into

Fig. 9. Spatial discretization (divided into partitions indicated by broken
lines).

Gaussian form by using variable transformation techniques. We
thus used PCA as an orthogonalization method in the research
discussed in this paper. We experimentally demonstrated that
the non-Gaussianity of the distribution was not significant,
which is discussed in Section V. Note that even when the
distribution of power supply noise is far from being Gaussian,
the basic concept underlying the proposed method works by
using ICA instead of PCA similar to that used by Singh and
Sapatnekar [4].

A. Spatial and Temporal Discretization

Power supply noise varies continuously in space and time,
and strictly speaking, all cells have different noise waveforms.
However, the points for observing power supply noise are
limited because of cost, and the number of points is reduced by
clustering cells. We first set up observation points by spatially
discretizing a chip. We also temporally discretize power supply
variations within a clock cycle. We then assign a random
variable to each time span at each spatial grid. For each assigned
variable, we treat voltage values in different clock cycles as
different samples in statistical modeling. For example, noise
information of 2000 clock cycles corresponds to 2000 samples
for each random variable.

Spatial discretization is undertaken by partitioning a
chip/block area into a 2-D grid and choosing a representative
value for each divided partition. For example, the voltage at the
center point (Fig. 9) or the average voltage in each partition
would be a candidate as a representative value. The voltages of
all nodes in the same partition are assumed to be identical.

Fig. 9 has an example of uniform discretization, which
is widely used for modeling manufacturing variability. More
sophisticated discretization is desirable for power supply noise,
since power/ground voltage occasionally fluctuates locally.
Fine discretization should be applied to heavily fluctuating
areas, whereas coarse discretization is acceptable for stable
areas. In timing analysis, the average, standard deviation, and
correlation coefficient of supply/ground voltage are used, which
means their modeling error caused by discretization should
be kept small. After discretization, all voltage observation
nodes in a single partition are regarded to be identical, i.e.,
the average and standard deviation of all observation nodes
in the same partition become the same, and the correlation
coefficient becomes one. Therefore, we should put neighboring
observation nodes whose average and standard deviation are
similar and whose correlation is strong into the same partition.
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Fig. 10. Temporal discretization (dividing a clock cycle into time spans).

Fig. 11. Variable assignment for statistical modeling.

The following is a simple adaptive discretization method that
used in the experiments as an example.

1) We divide a chip/block area into partitions, each of which
includes only a single observation node.

2) We assess whether two partitions can be regarded to
have the same voltage fluctuation, i.e., the differences of
average and standard deviation are smaller than prede-
fined threshold values (AVGth, SDth) and the correlation
coefficient is larger than CCth. When these partitions can
be regarded as equivalence, we merge these partitions into
a single partition.

3) This operation continues until all primal partitions are
evaluated.

The modeling error and the number of partitions are con-
trolled by three parameters: AVGth, SDth, and CCth. The
SSTA accuracy, the number of partitions, and PCA cost are
experimentally demonstrated in Section V.

Another important difference in power supply noise from that
in manufacturing variability is its dynamic behavior. Temporal
continuity also needs to be removed. We partition a clock cycle
into several time spans and compute a representative voltage
(e.g., average, as shown in Fig. 10).

We then treat the value at every clock cycle as a different
sample. Fig. 11 shows an example where the voltage at position
(x, y) is divided into three time spans, and its random variables
are denoted as Vx,y,1, Vx,y,2, and Vx,y,3. The number of time
spans is determined according to the modeling requirements,
i.e., when we need to accurately model dynamic variations
within a clock cycle, the number of spans should be increased,
otherwise a few spans are sufficient.

B. Variable Transformation With Orthogonalization

Given a set of variables, we translate these and de-
rive a compact statistical model with Gaussianization and
orthogonalization.

1) Gaussianization: The first step in the transformation of
variables is to improve their Gaussianity. This step can be
skipped when the supply-voltage distribution can be reasonably
treated as Gaussian. A well-known transformation to improve
Gaussianity is Box-Cox transformation [15]. There are several
equations for the Box-Cox transformation, and the one we have
used in this paper is expressed as

ẑ =
{

zΛ−1
Λ , (Λ �= 0)

log(z), (Λ = 0)
(1)

where z is the original variable, ẑ is the transformed variable,
and Λ is a parameter. In our modeling, z corresponds to a
variable of power supply noise Vx,y,t. The optimum Λ that max-
imizes Gaussianity is individually computed for every variable
Vx,y,t by using the maximum likelihood procedure, and is given
to SSTA.

2) Orthogonalization by PCA: PCA maps a given set of
correlated random variables to a new set of uncorrelated ran-
dom variables, which are called principal components (PCs).
We here suppose Box-Cox transformation is not applied. Given
a variance-covariance matrix, PCA transforms variable zi into
(2), where λj is the jth largest eigenvalue, eij is the element
of the jth eigenvector, which corresponds to zi, μi is the
average of zi, and σi is the standard deviation of zi. k is the
number of PCs and pcj is the jth PC. Principal component
pcj is expressed as (4), which is a linear summation of the
n original variables of zi. The PCs are random variables that
are mutually uncorrelated, which simplifies the computation of
correlations significantly in SSTA [2]. Moreover, zi is often
approximated as (3) with the reduced number of PCs, k′(k′ <
k), when the original variables of zi are correlated. When Box-
Cox transformation is applied to zi beforehand, we construct
a variance-covariance matrix of the transformed variables, and
perform PCA. Consequently, in this case, zi, μi, λi, eij , pcj ,
and σi in (2)–(4) are replaced with ẑi, μ̂i, λ̂i, êij , ˆpcj , and σ̂i,
respectively

zi =μi +

⎛
⎝ k∑

j=1

√
λjeijpcj

⎞
⎠ σi (2)

≈μi +

⎛
⎝ k′∑

j=1

√
λjeijpcj

⎞
⎠ σi (3)

pcj =
1√
λj

n∑
i=1

(
eij

zi − μi

σi

)
. (4)

3) Computational Complexity: Let m denote the number of
samples and n denote that of variables. The optimal Λ for Box-
Cox transformation in (1) is derived by using the likelihood
function, and its complexity is O(m). The transformation of
all n variables requires the effort of O(mn). However, the
complexity of PCA is O(n3) [2]. Consequently, the total cost of
transforming the variables is O(n3). Although this complexity
is not low, as the variables are only transformed once before
SSTA, this computational cost is expected to be acceptable,
which is similar to that of other SSTA methods [2], [3].
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TABLE I
COMPUTATIONAL TIME FOR PCA

Fig. 12. Power and ground level differences between driver and receiver.

Table I shows the execution time of PCA implemented in R
[16] on a computer with an Opteron processor 2.4 GHz and
16 GB of memory. We can see that the CPU time increases
superlinearly as previously mentioned. Therefore, it is impor-
tant to keep the number of variables small, and the adaptive
discretization described in Section III-A helps reduce PCA cost.
Even in the case that PCA cost is not acceptable, a region that
is modeled at a time is reduced with a sacrifice of accuracy.
However, power-voltage variation has a property of locality
[17], and the local region is smaller than a chip, and hence the
accuracy loss is thought to be limited. On the other hand, the
execution time of Box-Cox transformation for 2000 variables
each of which has 2000 samples was 37.5 s. The complexity
of Box-Cox transformation (O(mn)) is lower than that of PCA
(O(n3)), and hence the cost of Box-Cox transformation is not
dominant even when the number of variables increases.

IV. SSTA WITH STATISTICAL MODEL

OF POWER SUPPLY NOISE

This section discusses the application of the statistical model
of power supply noise to SSTA. The proposed model can be
applied to both path-based and block-based SSTA.

Equation (5) is a common gate-delay model in canonical
form that is widely used in SSTA implementations. We adopted
this form, because it achieves fundamental sum and max
operations in SSTA efficiently as long as the variables are
Gaussian [2]

di = μi +
k′∑

j=1

ai,jpcj . (5)

Here, ai,j is a sensitivity coefficient associated with pcj .
The power and ground level differences between drivers and

a receiver affect the switching delay of the receiver, as has been
reported (e.g., [10], [18]). Fig. 12 shows the difference in levels
between a driver and a receiver. Suppose the receiver is placed
at the (x, y) grid and switching is done in the (t) time span.
Similarly, the driver is placed at the (xl, yl) grid and switching
is done in the (tl) time span. VDDr

/VSSr
is the supply/ground

voltage on the receiver side at the (x, y) grid in the (t) time
span. Similarly, VDDdl

/VSSdl
is the supply/ground voltage on

the lth driver side at the (xl, yl) grid in the (tl) time span. To
take the difference in levels into account, we use the following
canonical delay form. We here focus on power supply noise,
and hence only the sensitivity terms to the power/ground volt-
ages are included. When process variation is also considered,
the sensitivity terms to process parameters are added

dr =μr +
∂dr

∂VDDr

ΔVDDr
+

∂dr

∂VSSr

ΔVSSr

+
∑

l

(
∂dr

∂VDDdl

ΔVDDdl
+

∂dr

∂VSSdl

ΔVSSdl

)
(6)

≈μr +
k′∑

j=1

√
λjAr,jpcj (7)

Ar,j =σVDDr

∂dr

∂VDDr

e(VDDr ),j + σVSSr

∂dr

∂VSSr

e(VSSr ),j

+
∑

l

(
σVDDdl

∂dr

∂VDDdl

e(VDDdl
),j

+ σVSSdl

∂dr

∂VSSdl

e(VSSdl
),j

)
. (8)

The second and third terms in the right-hand side of (6) cor-
respond to delay variations due to voltage variations at the re-
ceiver. The subsequent terms mean the delay variations caused
by voltage variations at the driver. In multiple-input cells, there
are several inputs. Even the voltages of stable (not switching)
inputs affect the propagation delay [18], and hence we sum up
terms with respect to all voltage variables at the drivers. By
expressing the variation in (6) (each ΔV ) with the second term
of (3), we can obtain (7) and (8), where λj is the eigenvalue and
e(V ),j is the element of the eigenvector, respectively.

When Box-Cox transformation is applied, VDD and VSS are
translated into V̂DD and V̂SS. ∂d/∂V̂ (= (∂d/∂V ) · (∂V/∂V̂ ))
is the sensitivity of the delay to V̂ , and ∂V/∂V̂ must be
computed. An ordinary way is that the derivative ∂V/∂V̂ at the
nominal V̂ is used. However, Box-Cox transformation of (1) is
a nonlinear function, and then a certain amount of inaccuracy
arises when the variation is not small enough. To mitigate the
inaccuracy, the term of ∂V/∂V̂ is substituted with the stan-
dard deviation ratio of the original variable to the transformed
variable σV /σV̂ . This substitution is based on an idea that
σV (∂dr/∂V ) and σV̂ (∂dr/∂V̂ ) should be identical to reduce
the estimation error of the standard deviation. The form of (7)
is compatible with (5), and hence we can easily take manufac-
turing variability and power supply noise into consideration by
adding the sensitivity terms of process variation to (7).

Unlike process variations, the proposed method needs special
consideration. In spatial discretization, a grid, i.e., a variable
parameter, is definitely assigned to a gate. However, in temporal
discretization, the correspondence with a variable is occasion-
ally obscure, because a switching transition may occur at the
boundary of the temporal division. Suppose an input transition
happens before the boundary of the temporal division, and the
corresponding output transition occurs after the boundary. In
this case, if we choose a set of parameters in the canonical delay
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Fig. 13. Weighted-average calculation based on switching term.

form (μr and ar,j) only from the former time span of the input
transition timing, timing estimation error arises. Furthermore,
when the temporal division is rough, i.e., there are few time
spans, the voltage difference between two successive time spans
is large, which may cause large errors in timing estimates. To
mitigate this error, we revised a weighted-average calculation
(Fig. 13) to cope with a problem that the input and output
transition timings of a gate are included in different time spans.
Let tI and tO represent the input and output transition timings,
where the former time belongs to Span #(m) and the latter to
Span #(m + 1). First, we estimate tO by using μrm

, which is
the average delay in Span #(m), i.e., tO = tI + μrm

, because
tO is needed for the weighting-average calculation, but the
average delay that is necessary to compute tO is not available at
first. Using these values, average μ′

r and the coefficient of (5),
a′

r,j , are recalculated by

μ′
r =

ΔtI
ΔtI + ΔtO

μrm
+

ΔtO
ΔtI + ΔtO

μrm+1 (9)

a′
r,j =

ΔtI
ΔtO + ΔtO

arm,j +
ΔtO

ΔtI + ΔtO
arm+1,j (10)

where ΔtI is the time from tI to the boundary time, ΔtO
is the time from the boundary time to tO, and μrm+1 is the
average delay of Span #(m + 1). Here, arm,j is the coefficient
of (7) (=

√
λjAr,j) in Span #(m) and arm+1,j is that in

Span #(m + 1). Then, we regard μ′
r and a′

r,j as μi and ai,j

in (5), and we finally obtain gate delay.

V. EXPERIMENTAL RESULTS

This section presents the experimental results. We first vali-
dated the statistical modeling of power supply noise, and then
verified the accuracy of the proposed timing analysis.

A. Experimental Conditions

We used an FPU circuit and a Tiny64 processor [14] as noise
generators to construct the proposed model for power supply
noise. These circuits were synthesized by using a commercial
logic synthesizer and placed and routed by utilizing a commer-
cial tool with a 90-nm standard cell library. The FPU circuit
had 39-k gates and the Tiny64 processor had 20-k gates. We
attached the power/ground network shown in Fig. 14 to each
noise generator circuit and simulated power supply noise. A
flip-chip package with bump connections was assumed. Input
vectors of 2000 clock cycles were applied to both circuits.
There is a tradeoff between the number of samples (cycles)

Fig. 14. Power network for test circuit.

and statistical validity of the noise model. When higher validity
is necessary, more input vectors are required. The simulation
results were used for PCA including the correlation matrix cal-
culations. Please note that other methods of estimating power
noise can be used, even though we used a fast circuit simulator.

We implemented block-based SSTA and iterative STA (2000
runs) simulation in C++ and performed these for ISCAS85
benchmark circuits, a 64-b multiplier, an ALU circuit for vector
operation, and an H-tree for clock distribution on a computer
with a 2.4-GHz Opteron processor and 16 GB of memory.
These circuits except the H-tree were synthesized, placed, and
routed by using commercial tools. A single path with seven
drivers was selected in the H-tree and its jitter was evaluated.
The power supply noise of the FPU circuit or the Tiny64 proces-
sor described above was applied to the benchmark circuits.

B. Validation of Statistical Modeling of Power Supply Noise

1) Box-Cox Transformation for Power Supply Variables:
Here, we discuss a distribution of power supply voltage as
an example. We chose a distribution of power supply noise
that was relatively far from the Gaussian (Fig. 15), whereas
many variables are close to the Gaussian. Fig. 16 is the normal
probability plot of Fig. 15. In the normal distribution, all closed
circles are plotted along the diagonal line. When the closed
circles are far from the diagonal line, the distribution is very
different from the Gaussian. In Fig. 16, many closed circles
are not along the diagonal line, which means the distribution
is different from the Gaussian, as shown in Fig. 15.

However, the variable transformed by the Box-Cox trans-
formation approaches the Gaussian (Fig. 17). In the normal
probability plot of Fig. 18, the closed circles are closely plotted
along the diagonal line, which means the Gaussianity is greatly
improved.

2) Effect of Box-Cox Transformation on Sum Distribution:
Box-Cox transformation improves Gaussianity of variables,
however, you might be afraid that important statistical param-
eters such as averages, standard deviations and correlation
coefficients degrade. We examined the effect of Box-Cox trans-
formation using several well-known distributions. We compare
two sum distributions of two variables; one is constructed with
Box-Cox transformation and the other is reproduced with-
out Box-Cox transformation. The evaluation procedure is as
follows.

1) Generate 5000 original samples of two correlated
variables.

2) ∗Perform Box-Cox transformation to the two variables.
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Fig. 15. Supply-voltage distribution before Box-Cox transformation.

Fig. 16. Normal probability plot of Fig. 15.

3) Perform PCA to the two variables with the transformed
(with Box-Cox)/original (without Box-Cox) samples.

4) Generate samples in accordance with PCs and obtain new
samples of the two variables.

5) ∗Perform inverse Box-Cox transformation to the new
samples.

6) Compare sum distributions computed with the original
samples (ideal) and the new samples (with and without
inverse Box-Cox).

We here show an example using a Gamma distribu-
tion [(11):α = 2, β = 1: Fig. 19] and a Weibull distribution
[(12):α = 2, β = 2]. The correlation coefficient between two
variables is set to about 0.7

y =
{

1
Γ(α)βα xα−1e−

x
β , (x ≥ 0)

0, (otherwise)
(α > 0) (11)

y =
{

βxβ−1

αβ e−( x
α )β

, (x ≥ 0)
0, (otherwise)

(α, β > 0). (12)

Fig. 20 shows the sum distributions of Gamma and Weibull
distributions with and without Box-Cox transformation. By per-
forming Box-Cox transformation before PCA, the sum distri-
bution nicely approaches to the ideal distribution, which means
important statistical parameters, such as average, standard devi-
ation, and correlation coefficient, are well reproduced. We com-
pared the error of the distribution with Box-Cox transformation
to the error of that without Box-Cox transformation. Here,
the error is defined as the integral of the absolute difference
of the cumulative density from 1% to 99%. This compari-
son showed that Box-Cox transformation reduced the error
by 66.4%. Although the optimum Λs are different (Gamma:
−3.42, Weibull: −2.05), Box-Cox transformation works well.
We further examined other combinations of distribution shapes,

Fig. 17. Distribution after Box-Cox transformation corresponding to Fig. 15.

Fig. 18. Normal probability plot of Fig. 17.

Fig. 19. PDF of Gamma distribution (α = 2, β = 1).

Fig. 20. CDF of sum of Gamma and Weibull distributions.

such as uniform and triangle distributions as well as Gamma
and Weibull distributions, and confirmed that Box-Cox trans-
formation reduces the error considerably similarly to the above
result.

In the experiments, we found that the SSTA results were
accurate, which will be discussed later in Section V-C. We thus
concluded that orthogonalization with PCA for power supply
noise is a realistic approach.

3) Variable Reduction Rate: When the correlation between
random variables is high, the original distribution can be re-
produced with a small number of PCs. This section discusses
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Fig. 21. Proportion of first principal component.

how many PCs can be reduced. When we reduce the number
of PCs, a metric called cumulative proportion is used [19]. The
cumulative proportion is expressed as

cumulative proportionk′ =
1
n

k′∑
j=1

λj (13)

where n is the number of variables. As the cumulative
proportion approaches one, the original distribution is well
reproduced.

Fig. 21 shows the proportion of the first PC (i.e.,
cumulative proportion1) when the number of divisions is
changed. The solid line plots the relationship between the num-
ber of spatial divisions and the proportion of variance where
temporal divisions within a cycle are not executed. Here, the
spatial division is performed uniformly. The strongly correlated
variables allow the first PC to maintain a high proportion.
However, the broken line plots the results when the number of
temporal divisions varies while keeping the number of spatial
divisions unchanged. The increase in the number of temporal
divisions does not affect the proportion very much, because
the parasitic capacitor in the chip smoothes power supply noise
and increases temporal correlation. Furthermore, if intentional
decoupling capacitance is inserted, the spatial and temporal
correlation of power supply noise increases, and modeling
efficiency improves further. Power noise also has a correlation
with ground noise. Therefore, even when there are numerous
variables, a small number of PCs can achieve a high cumulative
proportion. Let us discuss an example. Suppose the numbers
of spatial and temporal divisions of the difference in potential
between power and ground are 10 × 10 and 10, respectively.
We examined the number of PCs whose cumulative proportion
exceeded 90%. Only six PCs were capable of attaining the
target value, even though the total number of variables was
1000. In this instance, more than 99% of the variables could
be reduced, which helped to reduce the computational cost of
SSTA, because complexity is proportional to the number of
PCs [2].

4) Adaptive Spatial Discretization: We will explain an ex-
ample where the adaptive spatial discretization explained in
Section III-A was applied to the power supply noise of Tiny64.
In this experiment, the threshold values of the average and stan-
dard deviation used for equivalent partition checking AVGth
and SDth were set to a 20% of the differences between the

Fig. 22. Adaptive spatial discretization.

Fig. 23. Comparison of proposed SSTA to iterative STA.

maximum and minimum values in the whole area, and the
threshold of the correlation coefficient CCth was set to 0.8.

Fig. 22 shows the results of adaptive discretization where
there are 92 divided areas. The region where voltage is fluc-
tuating locally is finely discretized. If all the areas were di-
vided with the finest resolution, there would be 840 divisions.
As mentioned in Section III-B-3, the complexity of PCA is
O(n3), and hence, the reduction in variables from 840 to 92
corresponds to over a 700× cost reduction in PCA. The effect
of the adaptive spatial discretization on SSTA will be shown in
Section V-E.

C. SSTA Results for Power Supply Noise

We first verified the accuracy of the method of timing analy-
sis we propose. In this experiment for the uniform spatial dis-
cretization, the number of spatial divisions was set to 10 × 10
and the number of temporal divisions was set to ten. Here, we
performed STA simulation iteratively for every clock cycle by
using the noise information from 2000 cycles, which is the same
as the information given to PCA. The overview of proposed
SSTA and iterative STA simulation is shown in Fig. 23. The
noisy-power-voltage waveforms of each cycle are given for
all cells considering their placements. The delay in each cell
was calculated with the voltage value corresponding to the
cell position and switching timing. With these gate delays,
conventional STA was carried out and the circuit delay of
each cycle was obtained. Therefore, there were 2000 STA
evaluations. The STA for 2000 cycles results do not include
errors that originated from discretization, PCA for incomplete
Gaussian distributions, or SSTA operation. The results for STA
(2000 runs) were compared to those of SSTA as ideal solutions.

Table II lists the average and standard deviation of the delay
acquired by SSTA with and without Box-Cox transformation
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TABLE II
ACCURACY OF TIMING ESTIMATION WITH AND WITHOUT BOX-COX TRANSFORMATION (FPU)

TABLE III
ACCURACY AND #PCs (MULTIPLIER, TINY64)

and STA (2000 runs). We can see that the proposed SSTA
with and without Box-Cox transformation estimates the timing
accurately. The error in estimating the average delay is 0.465%
and that of the standard deviation is 14.4%. The estimation
error of the standard deviation seems to be large; however,
the standard deviation is relatively small to the average. On
the other hand, voltage variation affects not only the standard
deviation but also the average in statistical max operation. The
error of μ + 3σ is added up to 0.570%, which means the
statistical delay variation due to power supply noise is well
estimated.

On the other hand, the effect of Box-Cox transformation
is limited, because most variables were originally close to
the Gaussian in this experiment. However, the statistical noise
model is improved thanks to Box-Cox transformation so that
non-Gaussian distribution can be reproduced. When the noise
information from the Tiny64 processor is applied, the error
for the average is 0.568% and that for the standard devia-
tion is 19.5%. The proposed method should help designers to
quantitatively know how circuit delays systematically fluctuate
depending on input vectors.

The STA (2000 runs) results indicate worst-case delay does
not always occur when power/ground noise is maximum. Even
when the supply voltage, which is averaged temporally within
a clock cycle and spatially within a block area, was minimum
in circuit c1355, the circuit delay was not the longest. This
situation in fact corresponds to the case of the 970th longest
circuit delay in the 2000 cycles that were evaluated. Thus,
finding the maximum power/ground noise is not sufficient for
verifying timing.

Table III lists the relation between the number of PCs (cumu-
lative proportion) and accuracy of estimating delay for a 64-b
multiplier. The number of spatial divisions is 10 × 10 and the
number of temporal divisions is ten, and the noise generator is
a Tiny64 processor. Here, the result with only eight PCs is very
close to that with all 2000 PCs, which considerably reduces the

number of variables. The CPU time is reduced from 11 800 to
205 ms, i.e., by 98.3%.

D. Discussion on the Number of Vectors

In this section, we evaluate the relation between the number
of input vectors and the accuracy of delay estimation. We
examined the delays estimated by iterative STA which was used
as the ideal solution in Section V-C, since we here focused
on the number of vectors and intended to eliminate errors
originating from SSTA. We first prepared a result of 20 k-runs
STA as the ideal solution, and we compared the ideal solution
with those of 2000-runs STA. The input vectors of 2000-runs
STA are subsets of those given to 20 k-runs STA, and 2000-
runs STA was performed ten times using ten subsets of input
vectors.

Each estimated delay of circuit c432 is listed in Table IV.
The error of average is 0.00593% and that of standard deviation
is 1.68% in average, respectively. We also performed 200-runs
STA ten times similarly. In this case, the error of average is
0.0184% and that of standard deviation is 5.72%, that is to say,
both the errors between 2000-runs and 200-runs STA become
three times as large as those between 20 k-runs and 2000-
runs STA.

Similar evaluations were performed to other eight benchmark
circuits. The error of average is 0.00543% and that of standard
deviation is 0.960% when we compared 20 k-runs STA with
2000-runs STA. These errors are smaller than the errors of
SSTA discussed in Section V-C. On the other hand, the error
of average increases to 0.0166% and that of standard deviation
increases to 3.19%, when we compared 2000-runs STA with
200-runs STA. The error of Monte Carlo simulation is gener-
ally represented as O(1/

√
n) where n is the number of trials

[20], and our experiments follow this tendency. Considering
the SSTA error, 2000-runs STA can be reasonably used as a
reference in this paper.

E. Discussion on Spatial Discretization

We then evaluated the accuracy of SSTA when power sup-
ply noise was modeled with adaptive spatial discretization
described in Section III-A. We first compared SSTA with
uniform 10 × 10 discretization to that with the adaptive dis-
cretization whose threshold parameters were set to the same as
Section V-B4. In both cases, the number of temporal divisions
is ten. The results are listed in Table V. The adaptive spatial
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TABLE IV
ESTIMATION VARIATION BY DIFFERENT VECTOR SUBSET (c432, TINY64)

TABLE V
ACCURACY OF TIMING ESTIMATION WITH UNIFORM AND ADAPTIVE SPATIAL DISCRETIZATION (TINY64)

Fig. 24. Estimation error and number of spatial divisions.

discretization reduced the average error to 49% (from 0.568%
to 0.278%) and the error of standard deviation to 67% (from
19.5% to 13.0%) in average, respectively, even though the
number of variables is also reduced to 90%. The adaptive
discretization improves accuracy even while the number of
variable decreases. This result also points out that finer dis-
cretization could reduce the estimation error, although there is a
tradeoff between estimation accuracy and computational time.

We next evaluated the relation between the accuracy and the
number of spatial divisions. The number of temporal divisions
is set to ten, and we tested various threshold values used in
the adaptive spatial discretization. We also varied the number
of uniform spatial divisions, and these results are shown in
Fig. 24. In this experiment, the error of μ + 3σ is used for
the evaluation. The solid line with squares represents the error

of the uniform discretization, and each square corresponds to
4 × 4 to 10 × 10, respectively. Closed circles represent the error
of the adaptive discretization, and each circle corresponds the
SSTA result under a set of threshold values. Almost all circles
are below the solid line, which means that the adaptive spatial
discretization can derive more precise statistical model when
using the same number of divisions, and reduce the number of
variables while keeping the same accuracy.

F. SSTA Result Both for Power Supply Noise and
Manufacturing Variability

We could finally demonstrate that the proposed method es-
timates delay distributions taking both dynamic power supply
noise and static manufacturing variability into consideration
in a unified way. In this experiment, the threshold voltage
(Vth) was fluctuated. Its variations consisted of a spatially
correlated constituent and a random fluctuation constituent.
For the spatial correlation, we assumed that the correlation
coefficient of Vth was given by a function, f(x) = e−2x, where
xmm is the distance between two gates [21], [22]. We presumed
that the magnitudes of both variational components were the
same and the total standard deviation was 25 mV, which is
a typical value in a 90-nm process [21]. For the sake of
simplicity, intragate fluctuations were not considered in this
experiment. We then added the sensitivity term corresponding
to Vth to the canonical delay model of (7). We also assumed that
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Fig. 25. CDF of delay distribution taking process and power supply fluctua-
tions into consideration.

TABLE VI
ESTIMATED DELAYS WITH POWER SUPPLY NOISE, Vth VARIATION,

AND BOTH (MULTIPLIER, FPU)

manufacturing variability and power supply noise were uncor-
related in this experiment, even though this mutual dependence
has been analyzed [23]. In other words, power supply noise
varies depending on process variation; however, in this ex-
periment, the statistical noise model was constructed without
considering process variation. On the other hand, the mutual
correlation could be modeled by PCA naturally, as long as
we could obtain the statistical data that includes mutual de-
pendence between process variation and power supply noise.
This experiment was aimed at demonstrating how feasible the
proposed method was in coping with manufacturing variability
and power supply noise in a unified way. The ideal solution
was obtained as follows. First, 2000 sets of Vth variation were
generated in Monte Carlo way. Then, one set of Vth variation
and one cycle of power supply noise were given to STA. By
iterating STA 2000 times, we obtained the delay distribution.

Fig. 25 shows the delay distribution of a 64-b multiplier
where the number of spatial divisions is set to 10 × 10 and
the number of temporal divisions is set to ten. The power
supply noise of an FPU was applied. The difference between
the two distributions at 50% cumulative density is 4 ps, and this
error is quite small, which means the proposed method copes
well with both variations. Table VI lists the delay under power
supply noise, Vth variation, and both. If the timing margin 3σ
is individually set for all variations, the total margin becomes
142.7 ps (= (19.7 + 27.9) × 3). However, simultaneously tak-
ing all variations into consideration by using the proposed
method reduces the timing margin to 104.8 ps (= 34.9 × 3).
This indicates the possibility that the new method can provide
new sign-off criteria taking both manufacturing and supply-
voltage fluctuations into account, even though several studies
need to be carried out before applying it to a practical design.
More importantly, the average delay considering both the vari-
abilities is 1857 ps, which is larger by 18 ps than the average
delay considering only power supply noise. This result cannot
be obtained without simultaneously taking both variabilities
into consideration. Thus, it is requisite to treat manufacturing
and supply voltage fluctuation in a unified manner.

VI. CONCLUSION

We proposed SSTA in this paper that took dynamic power
supply noise into account with the orthogonalization tech-
nique. We confirmed that dynamic power/ground noise could
be statistically modeled with PCA even though the distribu-
tion of power supply voltage was not rigidly Gaussian. The
experiments revealed that the new method accurately estimated
delay variations due to power supply noise. We experimentally
demonstrated that a small number of PCs obtained by PCA
were capable of accurately estimating delay due to the spatial
and temporal correlation of power supply noise.
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