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Abstract— Timing margin of a chip varies chip by chip due
to manufacturing variability, and depends on operating environ-
ment and aging. Adaptive speed control with timing error predic-
tion is a promising approach to mitigate the timing margin vari-
ation, whereas it inherently has a critical risk of timing error oc-
currence when a circuit is slowed down. This paper presents how
to evaluate the relation between timing error rate and power dis-
sipation in self-adaptive circuits with timing error prediction. The
discussion is experimentally validated using a 32-bit ripple carry
adder in subthreshold operation in a 90nm CMOS process. We
show a trade-off between timing error rate and power dissipation,
and reveal the dependency of the trade-off on design parameters.

I. INTRODUCTION

Circuit speed is becoming more sensitive to manufacturing
variability, operating environment, such as supply voltage and
temperature, and aging due to NBTI (negative bias tempera-
ture instability) and HCI (hot carrier injection). Thus, timing
margin of a chip varies chip by chip due to manufacturing vari-
ability, and it also depends on its operating environment and
age. For a certain chip, a large timing margin exists and it is
desirable to slow down the chip for reducing power dissipation
with dynamic voltage scaling or body biasing. In an operat-
ing condition, the timing margin is not enough and the circuit
should be speeded up. The adaptive speed control is believed to
be a promising approach to retain sufficient timing margin. To
sense the timing margin, critical path replica [1] has been tradi-
tionally used. However, its efficiency is deteriorating because
the performance difference between the replica and the actual
critical path is significant due to increasing within-die varia-
tion. To more efficiently sense the timing margin, in-situ tech-
niques have been studied [2–5]. However, this scheme inher-
ently involves a critical risk of timing error occurrence. When
the circuit is slowed down, it is not possible to perfectly predict
whether the enough timing margin exists after slowed down.

“Razor I” in [2] and “Razor II” [3] detect timing errors with
a delayed clock in a processor and correct the errors using ex-
tra recovery logic or re-execution of instructions. They con-
trol supply voltage monitoring the timing error rate and reduce
power dissipation. The error recovery is performed exploiting a
function commonly implemented in processors, and hence it is
not easy to apply it to general sequential circuits. On the other
hand, “Canary Flip-Flop” [4] and “Defect Prediction Flip-Flop
(DPFF)” [5] have been proposed that aim not to detect tim-
ing errors but to predict them. When the timing margin is not

enough, they capture wrong values, whereas the main flip-flops
capture correct values. The difference of captured values gives
a timing warning. Timing error prediction is superior to timing
error detection in terms of applicability since error recovery
mechanism is not necessary as long as a timing warning can be
generated before a timing error occurs.

When canary FF is used for adaptive speed control, a timing
error can not be completely eliminated, which is believed to
be a critical problem that prevents a practical use. When a cir-
cuit is slowed down, a timing error could occur before a timing
warning emerges. To practically use the adaptive speed control
with canary FF, the occurrence of timing errors must be sys-
tematically and quantitatively estimated, and designers have to
guarantee that the frequency of timing error is lower than the
specification. We know an argument that a timing error is defi-
nitely unacceptable even though its frequency is extremely low
such as once per ten years. However, we believe that when
the occurrence of timing error is very low, some systems could
accept the errors. For example, video decoding for TV and
video recording for security monitoring can accept an error per
day, since a small piece of image degradation in a short time
is not a problem. Furthermore, strictly speaking, even though
fabricated chips are shipped after testing, the timing error oc-
currence has not been verified to be zero, because the number
of test patterns and environmental conditions are limited.

This paper proposes a framework that systematically evalu-
ates the occurrence of timing errors. With the proposed frame-
work, we explore the design space of the adaptive speed control
with canary FF and reveal how the error occurrence depends on
design parameters. We also examine the relationship between
the error occurrence and power dissipation, and demonstrate
how much additional power dissipation is necessary to reduce
the timing error occurrence. This is a first work that explicitly
studies how to evaluate and assure the error occurrence in self-
adaptive circuits comprehensively, as far as the authors know.
The discussion is experimentally validated using a 32-bit rip-
ple carry adder in subthreshold operation in a 90nm CMOS
process. The performance of a subthreshold circuit is sensitive
to temperature, and the adaptive speed control for temperature
is used for experimental validation in this paper.

The remainder of this paper is organized as follows. Section
II describes the adaptive circuit delay and power control sys-
tem with canary FF. In Section III, we discuss the systematic
evaluation of power dissipation and timing error rate. Section
IV demonstrates the experimental results, and finally Section
V concludes this paper.
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Fig. 1. Adaptive speed control with canary FF.

II. ADAPTIVE SPEED CONTROL WITH CANARY FF

Figure 1 shows a circuit that adaptively controls the speed
and power dissipation using a warning signal generated by a
canary FF. The canary FF consists of a normal flip-flop, a delay
buffer and a comparator (XOR gate). When the timing margin
is gradually decreasing, a timing error occurs at the canary FF
before the main FF captures a wrong value thanks to the delay
buffer, which enables us to predict that the timing margin of
the main FF is not large enough. A warning signal is gener-
ated to predict the timing errors, and it is monitored during a
specified period. Once a warning signal is observed, the circuit
is controlled to speed up. If no warning signals are observed
during the monitoring period, the circuit is slowed down for
power reduction. This speed control overcomes the variation
of the timing margin which is different chip by chip and varies
depending on operating condition and aging.

Even though the canary FF is well configured to generate
the warning signal, the occurrence of timing error can not be
reduced to zero. This is because when critical paths are not ac-
tivated for a long time in the circuit operation, the circuit might
be slowed down too much. If a critical path is activated in this
condition, a timing error necessarily happens. To reduce the
error occurrence, we have to examine and tune the following
design parameters.

• location where canary FF should be inserted
• delay time of the delay buffer in canary FF
• monitoring period
• fineness of the speed control

In this paper, we examine how the error occurrence depends
on the design parameters, and demonstrate that the optimal pa-
rameters vary depending on the required error frequency. To
do this, the next section discusses how to estimate the timing
error occurrence.

III. SYSTEMATIC EVALUATION OF POWER DISSIPATION

AND TIMING ERROR RATE

A. Assumed system and notations

We here assume that the speed is controlled digitally in
Fig. 1, because discrete supply voltage and body bias voltage
are often generated and used [1, 6]. We, in this paper, assume
that the speed can be changed without additional power dissi-
pation just for simplicity, although its consideration is straight-
forward in our analysis.

In this paper, a term “speed level” is used to express how fast
or slow the circuit is controlled. Let l be the speed level, and

higher l means that the circuit is controlled to be faster. The
maximum and minimum levels lmax and lmin are given. The
system starts with l = lmax, and when no warning signals are
observed during the monitoring period, l is decremented by
one and the circuit is slowed down. Once a warning signal
is observed, l is incremented by one, and the circuit is speeded
up.

We define the following design parameters.

• i: the location of the canary FF, where the canary FF is
inserted to i th FF. In this paper, we insert only one canary
FF.

• Dd : the buffer delay in the canary FF.
• Nmon: the monitoring period of the warning signal.

The system requirements are often given by

• Pow, avg: the average power dissipation.
• Nerr: the average interval (cycles) between the timing er-

rors, which is directly related to the timing error rate.
• Tc: the clock period.

B. Probabilities of Warning Signals and Timing Errors

The timing margin varies depending on operating conditions,
such as supply voltage, temperature and aging, and the condi-
tions change with various time span, for example aging is of-
ten evaluated by year, and temperature changes in seconds. In
this paper, a parameter X denotes the operating condition under
consideration.

To evaluate the occurrence probabilities of the warning sig-
nal and timing error, we introduce path activation probabilities
Pi and Pall. Let Pi(t, l,X) be a probability that at least one of the
paths terminating at the i th FF whose delays are larger than t
is activated. Pi depends on speed level l and condition X . Let
Pall(t, l,X) be a probability that at least one path in a circuit
whose delay is larger than t is activated in a cycle. Pall also
depends on speed level l and condition X . Pi and Pall are de-
pendent on the circuit structure, and the following discussion
assumes that they are given.

When a canary FF is inserted at the i th FF, the occurrence
probability of a warning signal at speed level l and condition
X , Pw(l,X), can be expressed as

Pw(l,X) = Pi(Tc −Dd , l,X)−Pi(Tc, l,X), (1)

where Dd is the buffer delay in the canary FF and Tc is the clock
period.

Pd(l,X) is a probability that at least one warning signal is
detected during monitoring period (cycles) Nmon and can be
expressed as

Pd(l,X) = 1− (1−Pw(l,X))Nmon . (2)

We define Perr(l,X) as a probability that timing errors occur
in a cycle at speed level l and condition X when the clock cycle
is Tc. Perr(l,X) can be express as

Perr(l,X) = Pall(Tc, l,X). (3)

Perr is used for calculating the timing error rate, which will be
explained in Section III-C.
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Fig. 2. Speed level transition.

C. Modeling of the System

From now, we explain how to evaluate the timing error rate
and the power dissipation of the adaptive speed control circuits
with canary FF. Figure 2 shows the transition of the speed level.
Once a warning signal is observed, l is incremented by one.
When no warning signals are observed during the monitoring
period, l is decremented by one.

The next speed level is determined by the present speed level
and by the detection of the warning signal. This means that the
speed level transition satisfies Markov property. Then, transi-
tion matrix P can be expressed as

P =

⎡
⎢⎢⎢⎢⎢⎣

Pd(lmax) 1−Pd(lmax) 0 · · ·
Pd(lmax −1) 0 1−Pd(lmax −1) · · ·

...
...

...
. . .

0 0 0 · · ·
0 0 0 · · ·

· · · 0 0 0
· · · 0 0 0
. . .

...
...

...
· · · Pd(lmin +1) 0 1−Pd(lmin +1)
· · · 0 Pd(lmin) 1−Pd(lmin)

⎤
⎥⎥⎥⎥⎥⎦

, (4)

where the i th row and column of P correspond to speed level
lmax − i+1.

Let π(n) be a state probability distribution vector in n-th time
step,

π(n) = π(n−1)P. (5)

We define π∞ as a steady state distribution obtained by n → ∞
and define πl(X) as a steady state probability of being at speed
level l at condition X . π∞ can be expressed as

π∞ = π∞P, (6)

where

π∞ =
[

πlmax(X) πlmax−1(X) · · ·πlmin(X)
]
. (7)

π∞ can be obtained with (6) and the relation below.

lmax

∑
j=lmin

π j(X) = 1. (8)

Periods (# cycles) of being at a certain speed level are not
always the same because the speed level changes immediately
once a warning signal is observed. This means that πl is not
directly related to actual time. Hence, the duration at each
level, which is suitable to evaluate the timing error rate and

maxlπ

minlmaxl 1− 1− 1− minl minl

minlπ

minl1− 1−maxl maxl

( )maxlNrem ( )1max −lNrem ( )minlNrem

State Probability

Time Based Probability

)( maxtime lP )1( maxtime −lP )( mintime lP

maxlmaxl maxl maxl maxl

1max −lπ

maxl maxl minl

maxlπ
1max −lπ

minlπ

maxl 1−
maxl minl

Fig. 3. Conversion from state-based probability to time-based probability.

the power dissipation, must be computed from πl . We here in-
troduce Nrem(l,X), which means the average cycle of a single
stay at level l. Nrem(l,X) can be expressed as

Nrem(l,X) = Pw(l,X)
Nmon−1

∑
j=0

( j +1)(1−Pw(l,X)) j

+ Nmon · (1−Pw(l,X))Nmon . (9)

Figure 3 explains the conversion from the state probability
to the “time”-based probability, which is defined with the stay
time at each level. We define Ptime(l,X) as a time-based prob-
ability of being at speed level l at condition X , and it can be
expressed as

Ptime(l,X) =
Nrem(l,X) ·πl(X)

∑lmax
j=lmin

Nrem( j,X) ·π j(X)
. (10)

The expected power dissipation of the system with canary FF
is

Pow, avg(X) =
lmax

∑
j=lmin

Pow( j,X) ·Ptime( j,X), (11)

where Pow(l,X) is the power dissipation at speed level l and
condition X .

As a metric of timing error rate, we introduce average inter-
val between timing errors, Nerr, which is defined similarly to
MTBF (Mean Time Between Failure). MTBF is defined as

MTBF =
Operating time

Number of failures
. (12)

According to the MTBF definition, Nerr can be expressed as

Nerr(X) =
∑lmax

j=lmin
Nrem( j,X) ·π j(X)

∑lmax
j=lmin

Nrem( j,X)π j(X) ·Perr( j,X)
, (13)

where Perr is a probability that timing errors occur in a cycle
(See Eq. (3)). The numerator in (13) represents an expected
stay time in a state and the denominator is the number of the
timing errors occurring during the time.

From the above discussion, we can calculate average power
dissipation Pow, avg and average interval between timing errors
Nerr from given path activation probabilities Pi, Pall and power
dissipation Pow at each speed level and condition.
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IV. EXPERIMENTAL RESULTS

This section experimentally validates the discussion in Sec-
tion III.

A. Experimental Setup

We use a 32-bit ripple carry adder (RCA) in subthreshold op-
eration in a 90nm CMOS process for experiments. The RCA
consists of series-connected 32 full adders (FAs) and the out-
put of RCA is S[0] – S[32], where S[32] is the most significant
bit. The RCA operates at VDD = 300mV and the speed control
is implemented by body biasing. Speed level l = 0 indicates
zero body bias, and both forward and reverse biasing are con-
sidered. The performance of a subthreshold circuit is sensitive
to temperature, and we focus on the adaptive speed control for
temperature in this experiment. From now, we use temperature
Temp as condition X described in Section III, and we consider
a temperature variation from 0 C̊ to 80 C̊. The clock period Tc

is 100ns (10MHz). The overhead in time and energy to change
the speed level is not considered for simplicity.

A.1 Model of Pi, Pall and Pow

The analysis of the timing error occurrence in Section III re-
quires Pi, Pall and Pow, and we here assume that they are given
as closed-form expressions below. The expressions are derived
by numerical fitting based on circuit simulations with a 90nm
CMOS technology. As for the appropriateness of the expres-
sions, please see Appendix. Note that Pi, Pall and Pow do not
have to be expressed analytically and/or continuously, and the
analysis can be carried out with histograms or piece-wise linear
expressions.

Pi(t, l,Temp) =

⎧⎨
⎩

(
1
2

) t
Dc(l,Temp) (t ≤ i ·Dc)

0 (t > i ·Dc),
(14)

Pall(t, l,Temp) =

⎧⎪⎨
⎪⎩

(32− t
Dc(l,Temp) )×

P32(t, l,Temp) (t ≤ 31Dc)

P32(t, l,Temp) (t > 31Dc)

, (15)

where Dc is the delay from carry-in to carry-out of a single FA.
Dc and buffer delay Dd are dependent on the speed level and
the temperature as well.

Dc(l,Temp) = Dc0 · γ l ·0.85
Temp−25

10 , (16)

Dd(l,Temp) = Dd0 · γ l ·0.85
Temp−25

10 , (17)

where Dc0 and Dd0 are the delays at l = 0 and Temp = 25 C̊.
γ means the delay become γ (< 1) times shorter when speed
level l is incremented by one.

The power dissipation of the RCA, Pow, rca(l,Temp), is

Pow, rca(l,Temp) = Pow0, rca ×0.5× (1+1.35
Temp−25

10 ·β l), (18)

where Pow0, rca is the power dissipation at l = 0 and Temp =
25 C̊. β means that the power dissipation become β (> 1) times
higher when speed level l is incremented by one. The power
dissipated by the delay buffer is assumed to linearly increase
according to the delay time. When the delay is 1ns at l = 0 and
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Fig. 4. Ave(Pow,avg) versus min(Nerr) with various buffer delays Dd0. Each
dot corresponds to different configuration of buffer delay. (Nmon = 108,
γ = 0.85, β = 1.25. Ave(Pow,avg) is normalized by that at l = 0 and
Temp = 25 C̊.).

Temp = 25 C̊, the power overhead is 0.2 % of the RCA. Thus,
Pow is expressed as

Pow(l,Temp) = Pow, rca(l,Temp)× (1+Dd0 ×109 ×0.002).
(19)

A.2 Evaluation Setup

We show a trade-off between the average interval between
the timing errors Nerr(Temp) and the power dissipation
Pow,avg(Temp), and reveal the dependency of the trade-off on
design parameters. Both Nerr(Temp) and Pow,avg(Temp) vary
depending on the temperature. To conservatively evaluate the
error rate, we sweep the temperature from 0 C̊ to 80 C̊ by 1 C̊,
and the worst Nerr, min(Nerr), is evaluated. As for power dis-
sipation, we evaluate the average of Pow,avg from 0 C̊ to 80 C̊,
ave(Pow, avg).

We evaluate the dependency of the trade-off between
min(Nerr) and ave(Pow,avg) on design parameters; canary FF po-
sition i, buffer delay Dd0, monitoring period Nmon, and speed
control fineness γ and β .

Larger Nmon could deteriorate the adjustment response to the
temperature change, whereas the timing error is less likely to
happen. In this paper, considering the speed of temperature
change, we choose Nmon from 107 cycles (1 second) to 109

cycles (100 seconds). As for the resolution of speed control,
we use two parameter sets γ = 0.85, β = 1.25 and γ = 0.96,
β = 1.06, where γ and β that are closer to 1 mean finer speed
control.

B. Results and Discussions

Figure 4 shows the relation between ave(Pow, avg) and
min(Nerr) when γ = 0.85, β = 1.25, and Nmon = 108 cycles. At
each canary FF position, we changed buffer delay Dd0 with 5ns
step, and evaluated ave(Pow, avg) and min(Nerr). The Y axis on
the right side indicates the actual mean time between failures
at 10MHz operation computed from Nerr. Figure 4 indicates
that inserted location S[i] and buffer delay Dd0 affect min(Nerr)
significantly, which means the optimal design parameters vary
depending on the required error rate.

Figure 5 shows buffer delay Dd0 and power dissipation
ave(Pow,avg) when a canary FF is inserted at S[2] to S[32]. Mini-
mum buffer delay that makes min(Nerr) larger than 1014 cycles
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is computed at each inserted location. In this case, S[8] and
S[9] archive the minimum power dissipation.

Let us explain why the most power-efficient location is in
lower bits using an example. We first review the dependence of
Pw on the buffer delay and the inserted location of canary FF.
Figure 6 shows Pw at each speed level l when Temp = 30 C̊.
Figure 6-(a) indicates that by increasing the buffer delay with
the fixed inserted location of canary FF, the probability of
warning occurrence can be increased, but warnings can occur
at higher speed level at the same time. On the other hand, by
inserting canary FF in the lower bits with the appropriate buffer
delay, the probability of warning occurrence can be increased
without increase in warning occurrence at higher speed level
because the paths to the lower bits are more likely activated.

Figure 7 shows Pw and Perr at each speed level l when
Temp = 30 C̊. In this example, the timing error probability at
l = 0 is zero, and hence it is appropriate to assign the speed
level to 0. On the other hand, a timing error hardly occurs at
speed level l = −1 as long as the probability of warning occur-
rence is much higher than the error occurrence probability, i.e.
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Pw(−1,Temp) � Perr(−1,Temp). In this case, it is acceptable
to change the speed level to −1, which enables further power
reduction while keeping the average interval between timing
errors Nerr high enough.

Suppose a canary FF is inserted to S[32], which is the output
of the critical path (Fig. 7-(a)). In this case, longer buffer de-
lay is required to maintain the high ratio of Pw to Perr at speed
level l = −1. For example, when buffer delay Dd0 is 10ns, Pw

becomes zero at l = 0 and speed level l can be −1. However,
the ratio of Pw to Perr at speed level l = −1 is small and is 7.
Thus, Nerr is only 8× 109 cycles. When we increase buffer
delay Dd0 to 39ns, Nerr can be increased to above 1014 cycles.
However, in this case, warning signals are generated at l = 0
and l = 1, which means the speed level l can be incremented
to 2. The RCA likely operates at higher speed levels (1 and 2)
than needed (0), which results in increase in power dissipation.

When a canary FF is inserted at S[9], which is the optimum
location obtained in Fig. 5, the speed level is mostly controlled
to −1 and 0, and the upper levels are never used, because Pw is
zero at l = 0. An important point is that the ratio of Pw to Perr

at l = −1 is very high and is > 106. Thanks to this high ratio,
Nerr becomes larger than 1014 cycles.

When a canary FF is inserted in upper bits, the speed level
tends to be higher than needed, because the probability of warn-
ing occurrence becomes non-zero at the higher speed level.
Thus, the power dissipation increases in region (a) in Fig. 5.
On the other hand, when a canary FF is inserted in lower bits
((b) in Fig. 5), the speed level is controlled more appropriately,
and the power dissipation decreases. With the power increase
due to longer buffer delay, the power becomes minimum at S[9]
in this case. Consequently, the most power-efficient insertion
location is not the output of the critical path, but lower output
bits.

Figure 8 shows the dependency on design parameters of
speed control fineness γ and β . When γ and β are closer to
1, the speed can be controlled finely and the power dissipation
decreases. Compared to γ = 0.85, the optimum inserted loca-
tion moves to the upper bit in the case of γ = 0.96, because
the power penalty by being controlled to the higher speed level
than needed is small.

Figure 9 shows the dependency on monitoring period Nmon.
Nmon is changed to 107 cycles (1 second), 108 cycles (10 sec-
onds) and 109 cycles (100 seconds), and minimum buffer delay
that makes min(Nerr) larger than 1014 cycles is derived. The
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Fig. 10. Comparison between two cases; (1) both inserted location and buffer
delay are optimized and (2) insertion location is fixed to S[32] (γ = 0.85,
β = 1.25, Nmon = 109 cycles.).

total power dissipation ave(Pow, avg) is shown in Fig. 9. Figure 9
indicates that the power dissipation can be reduced by length-
ening Nmon. This is because the longer Nmon is, the smaller
the possibility that no waning signals are generated during the
monitoring period is. On the other hand, too large Nmon could
deteriorate the adjustment response to the temperature change,
which is not shown in Fig. 9.

Figure 10 shows two trade-off relations between ave(Pow,avg)
and min(Nerr). The curve with closed squares corresponds to
the optimal design case, which means the buffer delay and the
inserted position are freely selected so that the power dissipa-
tion is minimized. For a comparison, we evaluated a trade-off
in case that the inserted position is fixed to S[32], and this trade-
off is plotted with open squares. We can see that the power
dissipation can be reduced by optimally selecting the inserted
position as well as the buffer delay. Suppose that a constraint of
min(Nerr) > 1014 is given. Inserting a canary FF at S[13] and
adjusting the buffer delay reduce the power dissipation by 10%
in comparison to inserting canary FF at S[32] on the critical
path fixedly.

V. CONCLUSION

In this paper, we discussed how to evaluate the relation be-
tween the timing error rate and the power dissipation in self-
adaptive circuits with timing error prediction. In the experi-
ments using a 32-bit ripple carry adder in subthreshold opera-
tion, we demonstrated a trade-off between the timing error rate
and the power dissipation. We also revealed that the trade-off
depends on design parameters and the optimal design parame-
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Fig. 11. Correlation between simulation results and equations of Pi and Pall
(Dc(l = 0,Temp = 25 C̊) = 2.8ns).
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ters vary depending on the required error rate and speed control
fineness.

APPENDIX

This appendix validates the closed-form expressions used for
the experiments (Eqs. (14) to (18)). We first verify Pi and Pall.
The points plotted in Fig. 11 correspond the probabilities ob-
tained by logic simulation when five billions of random vectors
are given. The lines of Eqs. (14) and (15) are well correlated
with the simulation results. Figure. 12 shows the delay and
power dissipation when the speed level and temperature are
changed. The open symbols are circuit simulation results, and
the closed symbols correspond to Eqs. (16) and (18). At each
temperature and speed level, the error is acceptable.
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